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The structure of the groups SL( 4,R) and GL( 4,R), their universal covering groups SL( 4,R) and 

GL( 4,R), respectively, and Lie algebras sl( 4,R) and gl( 4,R), respectively, are studied. The 
parabolic subgroups and subalgebras are identified and the cuspidal parabolic subgroups sin~led 
out. The Iwasawa and Bruhat decompositions are given explicitly. All elementary representations 
(ER) ofSL( 4,R) are explicitly given in two equivalent realizations. Using the preceding detailed 
structural analysis the SL( 4,R) constructions are used for the explicit realization of all ER of 
SL( 4,R), GL( 4,R), and GL( 4,H). The results shall be applied (among other things) elsewhere 

for the construction of all irreducible representations of the above groups. 

I. INTRODUCTION 

The groups SL(4,R) and GL(4,R), and their universal 

(double) covering groups SL( 4,H) and GL( 4,R), respec­
tively, are of physical interest mainly because of their possi­
ble applications to gravity.l-6 A nice review of these and 
other applications, e.g., in hadron physics, is contained in 

Ref. 6. (See also a recent proposal for a SL( 4,R) classifica­
tion of hadrons. 7 ) 

Despite this interest there is no constructive description 
of the irreducible representation of these groups and of their 
properties. This paper is the first in a program aiming to give 
the explicit constructions of the elementary representations 
of the above groups and to study their properties and appli­
cations. We recall that the elementary representations of a 
semisimple (or reductive) Lie group G are those induced 
from the cuspidal parabolic subgroups P = MAN of G, the 
induction being from discrete series representations of the 
subgroup M (such representations exist by cuspidality), 
from arbitrary characters of the Abelian group A, and triv­
ially from the nilpotent group N (see below for more de­
tails). The elementary representations (ER) are important 
since they exhaust all irreducible representations. The exact 
statement is (Langlands, 8 Knapp and Zuckerman9

) that ev­
ery admissible irreducible representation of a connected real 
semisimple Lie group G is equivalent either to an irreducible 
ER of G or to an irreducible component of a reducible ER of 
G. The condition for admissibility is purely technical since 
there is no known example of nonadmissible irreducible re­
presentations for such groups. 

There are few papers that work with the ER of these 
groups. (In the mathematical literature the ER are usually 
called generalized principal series representations.) In Refs. 
10 and 11 the reducibility of the principal series of unitary 
representations of SL(n,R), GL(n,R), respectively, was 
studied. In Ref. 12 the correspondence between the ER of 
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GL(n,H) and GL(n,C) is discussed in another context. 
Most relevant for our considerations is the paper of Speh. 13 

This paper gives the classification of all unitary irreducible 
representations of GL(4,R). However, it does not give the 
explicit construction of the ER and of the intertwining oper­
ators between them. Such explicit constructions are suitable 
for analytic computations needed in the physical applica­
tions, as we know from earlier experience. 14-16 For instance, 
the kernels of the integral intertwining operators provide (in 
the mathematical aspect) the scalar products in the cases of 
unitary irreducible representations. In the physical applica­
tions these operators are the Green's functions for the G­
invariant wave equations or the physical propagators (two­
point functions) in a G-invariant quantum field theory. 
They are also useful in the building of G-invariant actions. 

In the mathematical physics literature (cf. Refs. 17-19 

and references therein), representations of SL( 4,R) and of 

the connected component of GL( 4,R) are usually induced 
from the representations of the maximal compact subgroup 

SOC 4) . Such induced representations are only a small sub­
set ofthe ER. In Ref. 17 some series of (reducible) unitary 

representations of GL( 4,R)c are given. Reference 18 is 
concentrated on the classification only of the unitary repre-

sentations of SL( 4,R), which contain each irreducible rep­

resentation of SOC 4) at most once. In Ref. 19 some partial 
cases ofER are used and (what amounts to) induction from 
the Lorentz group SOC 3,1) suitably imbedded in SL (4,R) is 
also used. However, the emphasis in this paper is on the 

G L ( 4,R) -covariant extensions of the Dirac equation rather 
than the systematic exposition of the representation theory. 

We give now a brief outline of our program. This paper 
studies the structure of the groups and Lie algebras and gives 
the construction of the elementary representations. Subse­
quent papers will deal with construction of the integral and 
differential intertwining operators between (partially) equi­
valent representations; identification of the known represen­
tations with some ER (see also the end of this paper); invar­
iant sesquilinear forms on pairs of ER and construction of 
the unitary irreducible representations; study of the invar­
iant subspaces of the reducible ER; physical applications as 
outlined above as well as to exactly integrable systems, etc. 
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Analogous programs have been carried out successfully for 
the groups SO(n,l) (see Refs. 14 and 15), Spin(5,l) (see 
Ref. 16), and SU(2,2) (see Refs. 20 and 21). Despite some 
similarities there are considerable differences. For instance, 
the group SL( 4,R) has split-rank 3 and is maximally split 
while SO(n,l) and Spin(5,1) have split-rank 1 and SU(2,2) 
has split-rank 2. This makes the structure analysis and the 
representation theory much more difficult, as we shall see. 

Our basic mathematical reference isWarner.22 All no­
tions not referred to other sources can be found there or in 
Refs. 15, 16, and 21. 

The organization ofthe present paper is as follows: Sec­
tion II is devoted to the study of the Lie algebras ofSL( 4,R) 
and GL( 4,R). We introduce notation for the basis of the Lie 
algebra 9 = sl( 4,R) and display the three nonconjugate 
Cartan subalgebras (they are all noncompact). We make 
explicit the well-known isomorphism with the Lie algebra 
so(3,3). Then (Sec. II B) we give the root system of the pair 
(g,a) (where a in this case is the most noncompact Cartan 
subalgebra), which is isomorphic to the root system of 
(gC,~c) (gC,~C are the complexifications of 9 and any of the 
real Cartan subalgebras, respectively) because 9 is maximal­
ly split. The Weyl group W( g,a) = W( gC,~c) is presented in 
Sec. II C. In Sec. II D we study the parabolic subalgebras of 
g. Although we know how many they should be and how 
they should be found, we do not know them in general. The 
identification of the parabolic subalgebras is the main objec­
tive of Sec. II. Then in Sec. II E we introduce some nonpara­
bolic subalgebras suitable for the comparison with SO ( 4) 
and SO( 3, 1) inductions in literature. In Sec. II F we give the 
structure of the Lie algebra ge = gl ( 4,R). This is not done 
independently from the 9 = sl (4,R) case but rather uses the 
fact that ge = 9 tIl 0 (0 is a one-dimensional center). 

Section III deals with the structural analyses of 
SL(4,R), GL(4,R), and their universal covering groups. 
We first study in detail the group G = SL( 4,R) and then 
give the analogous analyses for the other groups. In Sec. 
III A we introduce by explicit parametrization the impor­
tant (for ER) subgroups of G: the maximal compact sub­
group K ~ SO ( 4 ), the Abelian noncompact subgroup 
A = exp(a), the nilpotent subgroups Nand N, which expon­
entiate the positive and negative root spaces, respectively, in 
9 with respect to a, the centralizer M of A in K, and the 
minimal parabolic subgroup Po = MAN. Then we construct 
explicitly the other parabolic subgroups P' = M 'A 'N' 
(A' C A,N' C N,M' :::> Mis the centralizer of A 'inG) and 
prove in Proposition 1 that the only cuspidal parabolic sub­
group is the minimal one. Thus the Po-induced representa­
tions shall give all elementary representations. In Sec. III B 
we introduce the analogs of the above subgroups for 
SL(4,R), GL(4,R), and GL(4,R) and prove in Proposi­

tion 2 that for each of these groups the only cuspidal parabol­
ic subgroup is the respective minimal one. In Sec. III C we 
give matrix realizations of the elements of the Weyl group 
W(g,a), which are needed in the explicit construction of the 
ER and of the intertwining operators between them.23 

In Sec. IV we consider the Iwasawa24 and the (Gel­
'fand-Naimark25-) Bruhat26 decompositions of our groups. 
The Iwasawa decomposition (Sec. IV A) is more difficult; 
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however, we shall only need the Iwasawa decomposition of 
the group N, which we give explicitly. In Sec. IV B we con­
struct explicitly the Bruhat decomposition for SL( 4,R) in 
Propositions 3 and 4 and for GL(4,R) in Proposition 5. In 
Sec. IV C we discuss the Haar measure on G and its sub­
groups. We make explicit an important connection between 
the Haar measures on K and on N. 

Section V is devoted to the explicit construction of the 
elementary representations of our groups. We first give the 
constructions for SL ( 4,R) in Secs. V A-V C. In Sec. V A the 
general picture of the ER with representation space in 
Coo (G,C) is introduced. We briefly discuss the lowest 
weight module (over gC) structure of the ER (introduced in 
general in Ref. 27). In Sec. V B we construct the noncom­
pact picture of the ER. The representation space is com­
prised from functions in COO (N,C) with special asymptotic 
properties that are given explicitly. These properties ensure 
the C 00 action of the ER in the noncompact picture (Propo­
sition 6) and its equivalence to the general picture (Proposi­
tion 7). The principal series of unitary representations is 
identified. In Sec. V C the infinitesimal generators in the 
noncompact picture are given explicitly. The values of the 
Casimir operators for the ER are given, the second-order 
Casimir being evaluated in two different ways. In Sec. V D 

the ER of SL(4,R), GL(4,R), and GL(4,R) are intro­
duced. Due to the detailed structural analysis of the groups 
and their Lie algebras we are enabled to use the SL( 4,R) 
constructions with very few changes the not so obvious of 
which are given. In particular, the principal series of unitary 
representations are identified in the most general setup, 
which is also compared with the literature. For GL( 4,R) 

and GL( 4,R) the first-order Casimir operator connected 
with their one-dimensional center is given. 

II. STRUCTURE OF THE LIE ALGEBRAS OF SL(4,R) AND 
GL(4,R) 
A. Realization of SL(4,R) and of Its Lie algebra sl(4,R) 

The group SL( 4,R) is defined standardly by 

G=:SL(4,R) = {gEGL(4,R)ldetg= n. (2.1) 

The Lie algebra 9 = sl( 4,R) of G is comprised by the 
real 4 X 4 traceless matrices X, 

TrX=O. 

The Cartan involution e, 
ex= _'X 

(2.2) 

(2.3 ) 

(,X is the transpose of X), provides the Cartan decomposi­
tion ofg: 

9 = f tIl .p, (2.4) 

where f is the maximal compact subalgebra of 9 and .p is a 
vector subspace of 9 such that 

XEf => ex = x, XEp => ex = - X. (2.5) 

Explicitly we have (1.s. stands for linear span) 

f = I.s,{Xij = eij - ejiJ 1..;; i < j..;; 4}eso(4), (2.6) 

where eij' i,j = 1, ... ,4 are the standard matrices with only 
one nonzero entry on the ith row andjth column 
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(eij h/ = 6ik6j /, 

t;l = 1.s'{Yij = eij + eji' 1<;< j<4; etoe2,e3}' 

where 

e] = ell - e33' e2 = e22 - e44' 

(2.7) 

(2.8a) 

e3 = !(e ll - e22 + e33 - e44 ). (2.8b) 

Further we list the other important subalgebras of g. Let 
a be the subspace of t;l, which is a maximal Abelian subalge­
bra. The dimension of this algebra is called the split rank of g. 
In our case dim a = 3, so the split rank of 9 is equal to its rank 
and 9 is said to be maximally split. It is natural to choose a to 
represent the most noncompact Cartan subalgebra ljo of g. 
For the basis of a we choose e]oe2,e3 [(2.8b)], so 

ljo = a = 1.s.{el,e2,e3}. (2.9) 

The other two nonconjugate Cartan subalgebras of g, which 
are also noncompact, can be chosen as 

ljl =1.s.{el +e2,Y12,X34}, (2.10) 

lj2 = 1.s. {e] + e2, X 12, X34}. (2.11) 

Note that ljk (k = 0,1,2) has k compact generators. 
It is known that 9 is isomorphic to soC 3,3). The expres­

sions for the generators ZAB (A,B = 1,2, ... ,6) ofso(3,3) are 

ZI2 = !(X13 -X24 ), Z13 = !(XI4 -X32 ), 

Z23 = !(X12 +X34 ), Z4S = !(X13 +X24 ), (2.12a) 

Z46 = !(XI4 +X32 ), ZS6 = !(XI2 -X34 ), 

Z14 = !(el + e2), Z2S = !(e1 - e2), Z36 = e3, 

ZIS = !( - Y13 - Y24 ), Z16 = !( - Y14 + Y23 ), 

Z24 = !( - Y24 + Y13 ), Z26 = !( - Y12 - Y34 ), 

Z34=!(Y23 + YI4 ), Z3S=!( - Y34 + YI2 )· 

Indeed 

(2.12b) 

(2.12c) 

[ZAB,ZCD] = 1/ACZ BD + 1/BDZ AC -1/ADZBC -1/BCZ AD' 

where A,B,C,D = 1,2, ... ,6, 1/11 = 1/22 = 1/33 = - 1/44 
= - 1/ss = -1/66 = 1, and 1/AB = 0 for A #B. Note that 

the (2.12a) span so(4) = so(3) e so(3), Zab' a,b = 1,2,3, 
a < b or a,b = 4,5,6, a < b, spanning the two soC 3) subalge­
bras. 

B. Root systems and the Iwasawa decomposition 

Denote by a· the space of real linear functionals over a. 
Define for AEa·, A #0, 

R. = {XEgl [ea,x] = A(ea lX, a = 1,2,3}, 

A == {AEa·IA #0, g" # {O}}. 

We easily obtain 

A = {±Ak , k = 1,2, ... ,6}, 

(2.13a) 

(2.13b) 

(2.148) 

and we choose the set A + of positive roots to be (enumerated 
in the order of largeness with this ordering) 
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A1(e]oe2,e3) = (0,2,0), A2 = (1, -1, -1), 

A3 = (1, - 1,1), A4 = (1,1, - 1), 

AS = (1,1,1), A6 = (2,0,0), 
(2.14b) 

A4=A1+A2, As =A1+A3, A6=A1+A2+A3· 

(The simple roots are A1,A.2,A.3') The corresponding root 
spaces gf = 9 ± "k are spanned by the root vectors E k± : 

E t = e24' E 2+ = e43, E 3+ = e12, E / = e23' 

Es+ =eI4, E6+ =eI3, Ei: ='E;:. (2.15) 

We define the positive and negative root spaces 

(2.16) 

Of course fi = en and we can write the standard decomposi­
tion 

g=fieaen. 

Then we note that the map 

I: fi_f, 

leX) = X + OX, XEfi, 

is bijective. So 

g=feaen 

is the Iwasawa decomposition of 9 (see Ref. 24). 

(2.17) 

(2.18) 

(2.19) 

We now tum to the root system of the complexified Lie 
algebra gC~sl( 4,C). Its Cartan subalgebra ljc is unique (up 
to conjugation) and is the complexification of any of the 
Cartan subalgebras lja (a = 0,1,2) of g. Since sl ( 4,R) is the 
normal real form ofs1(4,C) (see Ref. 28) we can (and it is 
useful to) choose in ljc the same basis as in a and not to use 
the standard basis of ljc, consisting of ekk - ek+ 1 k+ 1 

(k = 1,2,3). Then of course the root system of (gC,ljc) coin­
cides with that of (g,a). The corresponding root spaces gk± 
== g<;, "k are complexly spanned by the same root vectors 

E k± (2.15). Then we have for the analogs of (2.16) and 
(2.17): 

fiC = e ii;:, nC = e iii:, 
k k 

gC = fic e ljc e nCo 

C. The Weyl group W(g,aO) 

We define for every AkEA + a vector HkEao by 

(2.20a) 

(2.20b) 

B(Hk,ea) =Ak(ea)' (a = 1,2,3), (2.21) 

where B is the Killing form on 9 with normalization 
B(X,y) = Tr(Xy). So we obtain 

HI = e2, H2 = ~(el - e2) - e3• 

H3 = ~(el - e2) + e3, 

H4 =H1 +H2, Hs =H1 +H3' 

H6=Hl +H2 +H3· 

Note also 

Ak (Hk ) = 2, Hk = [E;: ,E i: ], k = 1, ... ,6, 

V. K. Dobrev and O. Ts. Stoytchev 
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which is an equivalent definition [instead of (2.21)]. The 
Weyl reflections in a, corresponding to the positive roots, are 
standardly defined as 

Uk (X) 
Wk(X) =X - Hk 

Ak (Hk ) 

=X -Ak(X)Hk, XEa, 

with the explicit actions on the basis of a given by 

WI (e l ,e2,e3) = (el , - e2,e3), 

w2(e l ,e2,e3) = (Hs,H4,!(e l - e2»), 

w3(e iOe2,e3) = (H4,Hs, - !(e l - e2»)' 

w4(e l ,e2,e3) = (H3' - H2,!(e l + e2»)' 

(2.24a) 

(2.24b) 

WS(eiOe2,e3) = (H2' - H3, - !(el + e2»)' 

w6(e l ,e2,e3) = ( - e l ,e2,e3), Wk (Hk ) = - Hk· 

We note from (2.24), 

wi = id, k = 1, ... ,6, 

(2.25) 

We choose for the generating elements of the Weyl group 
W(g,a), WI' W2, and W3' which correspond to the simple 
roots. Then we have for the 24 elements of W: 

W(g,a) = {id,wk (k = 1, ... ,6),W12,W13,W31'W23,W21O 

(2.26a) 

(2.26b) 

When WEW(g,a) is expressed as in (2.26), we say that it is 
given in a reduced form. The induced action on the roots is 
defined as 

WrAJ =Aj 0 Wk' 

from which follows 

WrAj =Aj -Aj(Hk)Ak' 

For the generating elements, (2.27) gives 

wt (A 1.A2.A3.A4.AS.A6) = ( - A 1.A4.AS.A2.A3.A6) ' 

Wt(A I .A2.A3.A4.AS.A6) = (A4, - A2.A3.A1.A6.AS)' 

wf (A 1.A2.A3.A4.AS.A6) = (As.A2' - A3.A6.A1.A4)· 

(2.27a) 

(2.27b) 

(2.28) 

Obviously WrAk = - Ak and wr obey relations (2.25). 
Finally we note that since sl( 4,R) is the normal real 

form of sl( 4,C), the Weyl group of the complexified pair 
W(gC,~c) coincides with W(g,a). 

D. The parabolic subalgebras of 9 

We recall the definition of the minimal parabolic subal­
gebra -1'0 (see Ref. 22), 

-1'0 == m Ell a Ell n, (2.29a) 

where m is the centralizer of a in f. In our case (as always 
when 9 is maximally split) m is trivial, m = {O}. Thus we 
have 

-1'0 == a Ell n. (2.29b) 
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A standard parabolic subalgebra22 of 9 is any subalgebra 
of 9 containing -1'0' The number of standard parabolic subal­
gebras is 2' = 8, where I = dim a = 3. One is 9 itself for 
which one can formally write 

-I'g = mg Ell (lg Ell ng, 

with 

(2.30a) 

mg = -I'g = g, ag = ng = {O}. (2.30b) 

The remaining six are also given in the form (2.29a) 

-I'ab = mab Ell aab Ell nab 

(a =0,1,2, a<b= 1,2,3), (2.31 ) 

where mab is the centralizer of (lab in 9 (not in f since mab 

contains noncompact elements) and the aab are defined as 
follows: 

<lob = {XEalwb (X) = - X} (b = 1,2,3), (2.32a) 

aab = <loa Ell <lob (a#O). (2.32b) 

The nab (resp. nab) are the negative (resp. positive) root 
spaces of the system (g,aab)' Explicitly we have 

(2.33 ) 

~)} , 

0) (U_ 
0' 0 ~)} 

(2.34a) 

m l2 = l.s.{2e l + e3}, m13 = l.s.{2el - e3}, 

m23 = l.s.{e l + e2}, (2.34b) 

el = (12 + ( 3 )12, e2 = (12 - ( 3 )/2, 

It is easy to see that 

mob e!: so(1,I) Ell sl(2,R), 

mab e!: so(1,I) (a :;60). 

(2.34c) 

(2.35a) 

(2.35b) 

(Of course, the so ( 1, 1) and sl (2,R) factors are imbedded 
differently in sl( 4,R) for different a,b.) 

We shall see in Sec. III A that only the minimal parabol­
ic subgroup, corresponding to -1'0' shall be relevant for the 
construction of the elementary representations of 
G = SL( 4,R). For that reason we shall not carry out to the 
end the structure analysis for .\:lab as for -1'0: root systems, 
restricted Weyl groups W(g,aab)' etc. 
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E. Nonparabolle subalgebras 

Usually in the mathematical physics literature (cf. Refs. 
17-19 and references therein) representations are induced 
from various nonparabolic subalgebras. Most often repre­
sentations are induced from the representations of the maxi­
mal compact subgroup or subalgebra. Often l ~ so ( 4) is 
interpreted as the Euclidean counterpart of the Lorentz sub­
algebra so(3,1). Our exposition below is trying to incorpo­
rate these approaches into our scheme of structure analysis. 
This would help us in subsequent papers to identify the 
known representations as some of the elementary represen­
tations. 

Let ak be a subalgebra of a that commutes with the Car­
tan subalgebra f)k off. We obtain [cf. (2.11.)] 

ak = l.s. D, D = !(e l + e2 ), 

(2.36) 
f)k = I.S.(XI2,x34), f)2=ak EB f)k. 

We can introduce a restricted root system of g related to 
ak

• We define forJLE(ak)*,JL;i:O, 

gp == {XEgl [D,x] = JL(D)X}, (2.37) 

Mk = {pE(ak)*IJL;i:O, gp ;i:{0}} 

= {P+"tc}, JL ± (D) = ± 1, (2.38) 

ftk == gp+ = I.s.(E I+,E 4+,E 5+,E 6+)' (2.39a) 

nk = gp_ = I.s.(E I-,E 4-,E 5-,E 6-)' (2.39b) 

We also note that the JL ± are the restrictions of part of A to 
D: 

JL ± = A11D (k = 1,4,5,6). (2.40) 

The restricted Weyl reflection s corresponding to JL + is 
defined as 

(2.41 ) 

and the corresponding restricted Weyl group is W(g,ak
) 

= {id,s}. 
Another type of nonparabolic induction (see, e.g., 

Mickelssonl4
) is from the Lorentz subalgebra so(3,1), itself 

imbedded suitably in sl( 4,R): 

ml ~ so(3,1) =l.s,{Xij' 1<kj<3, Yk4, k= 1,2,3}. 
(2.42) 

Define al to be the subalgebra of a that commutes with the 
Cartan subalgebra f)1 of mi. We obtain [cf. (2.10) and 
(2.36) ] 

al = ak = l.s. D, f)1 = I.s.(X12,Y34 ), 
(2.43) 

F. Structure of the Lie algebra of GL(4,JR) 

The Lie algebra gl ( 4,R) of GL (4,R) consists of all 4 X 4 
real matrices. The structure analysis of gl( 4,R) is very easy 
after one has done the analysis of sl ( 4,R) since 

ge == gl( 4,R) = sl( 4,R) EB 0, 
(2.44) 

o = l.s. e4 , e4 = 14 , 

Thus we shall list without comment the analogous notions 
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and formulas: Cartan decomposition [cf. (2.4) and (2.8) ], 

ge = l EB .\'e, .\'e =.\' EB 0; (2.45) 

Cartan subalgebras [cf. (2.9)-(2.11)], 

f)! = f)a EB 0 (a = 0,1,2); (2.46) 

root system [cf. (2.13)-(2.19)] of (ge ,ae == f)~) (note that 
this is not the standard root system and root vectors), 

Ae = {A~, k = 1, ... ,6}, 

A k (e l ,e2,e3) = Ak (e l ,e2,e3), A ~ (e4) = 0, 

gk ± = g,;= , E ~ ± = E ,;= , 
fie = fi, ne = n, 

ge = ft EB ae EB n, 

ge = l EB ae EB n; 

(2.47) 

(2.48) 

(2.49) 

(2.50) 

(2.51) 

(2.52) 

Weyl reflections and Weyl group [cf. (2.24)-(2.28)], 

w~ (e 1,e2,e3) = Wk (e l,e2,e3), w~ (e4) = e4, (2.53) 

we(ge,ae) = W(g,a); (2.54) 

parabolic subalgebras [cf. (2.29), (2.32), and (2.33)], 

.\'g =.\'o EB 0 = ae EB n, (2.55) 

.\'!b = .\'ab EB 0 = mab EB a!b EB nab' (2.56) 

(2.57) 

and nonparabolic subalgebras [cf. (2.36) and (2.43)], 

(2.58) 

III. STRUCTURE OF SL(4,R), SL(4,R), GL(4,R), AND 

GL(4,R) 
A. Important subgroups of SL(4,R) 

We shall most often write the elements of G = SL( 4,R) 
as 

where a, f3,r,~ are 2 X 2 real matrices constrained by the 
condition det g = 1. Additionally for each 2 X 2 matrix a we 
shall use the following decomposition [cf. (2.34c)]: 

(3.1 ) 

The maximal compact subgroup K of G is given by 

K = { gEG I g-I = tg} 

= {g = (; ~ I taa + trr = 12, 'l3f3 + t~~ = 12, 

taf3+tr~=O, detg=1}~SO(4), (3.2) 

and its Lie algebra is l. Further we introduce the subgroups 
corresponding to the subalgebras a, ft, and n. We introduce 
parametrization of a, ft, and n [thus making explicit formu­
las (2.9) and (2.16)]: 
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a={sel+te2+re3Is,t,reR}={diag(s+; ,t-; ,-s+; ,-t- ;)}, 

fi={y+E 3+ +y_Et +x;E/ +x~Et +x'+E s+ +X'_E4+ly±,x;,x~,x'±ER} 

(Parameters x' and b ' are primed for convenience, see below.) 
Thus we can define 

(3.3 ) 

+x'+ y_)e1 +xiy_u_] +ly+y-xie1} 

(3.4a) 

(3.4b) 

(3.5a) 

(3.5b) 

In (3.4b) and (3.5b) we have introduced the more convenient parameters x and b instead of x' and b ' and we shall use them 
from now on. 

Let M be the centralizer of A in K, i.e., 

M={meKlm-1am =a, 'o'aeA} = {m =diag(vl,v2,V3,V4)lvi = ± 1, 1 <i<4,iI
1 

Vi = I} 

= {mf'mfl mf'3 Im 1=diag( - 1,1,1, - 1), m2=diag(1, - 1,1, - 1), 

m3 = diag(1,I, - 1, - 1); NilN2,N3 = o,l} ~ (Z2)3. (3.6) 

Thus M consists of the diagonal elements of K. 
Analogously to the Lie algebra considerations 

Po = MAN is a minimal parabolic subgroup of G and a stan­
dard parabolic subgroup is any closed subgroup of G contain­
ing Po. We recall the standard construction of the parabolic 
sUbgroups22: Let 'I' = {W\,W2'W3} be the set of generating 
elements of W( g,a). Then to each subset t/Je'l' corresponds a 
standard parabolic subgroup of G: 

P'I! == u PcPJ(w)Po, (3.7) 
we'" 

where (j) (w) is some matrix representation of the elements of 
W( g,no) to be given explicitly in Sec. III C. Then we have 

P0 = Po, POa = PcPJ(wa )Po (a = 1,2,3), 

Pab=POaUPOb' a,b=I,2,3, a<b, 

P'I! =G=M'I!' A'I! =N'I! ={l}, 

or more explicitly [cf. (2.32)-(2.35) and (3.6)]: 

888 

Pab = MabAabNab' a,b = 0,1,2,3, a<b, 

Aab = exp aab eA, 
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(3.8) 

(3.9) 

(3.lOa) 

Nab = exp nab eN, (3. lOb) 

MOb ~ SO(1,I)x(Mlmb) <2<SL(2,R»), b= 1,2,3, 
(3.10e) 

(3.1Od) 

where G' <2< G " denotes the semidirect product with G ' act­
ing on G". Note that SO( 1,1) and SL(2,R) are differently 
imbedded in SL( 4,R) for different pairs of indices of a,b [cf. 
(2.34) and (2.35)]. The factorization in (3.10e) is needed 
since in each case the element mb is contained also in the 
corresponding imbedding ofSL(2,R). 

Further we shall investigate the cuspidality of the para­
bolic subgroups. A parabolic subgroup P' = M'A ' N' of an 
arbitrary semisimple (or reductive) Lie group is said to be 
cuspidal iff the subgroup M' has discrete series representa­
tions. The minimal parabolic subgroup Po is cuspidal for any 
group. ForthecaseP' = Gitisknown thatSL( 4,R) does not 
have discrete series representations. Indeed recall the Har­
ish-Chandra criterion: a semisimple Lie group G has discrete 
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series representations iff rank G = rank K, while for 
G = SL(4,R), rank G = 3#rankK = 2 [K = SO(4)]. In 
the six cases P' = P"b' M"b is either isomorphic to SOC 1,1) 
or contains SO(1,I) as a direct product factor. Since 
SOC 1,1) does not have discrete series representations [rank 
SO(1,1) = l#rankK(SO(1,I») =0] neither does M"b 
have. Thus we have proved the following proposition. 

Proposition 1: The only cuspidal parabolic subgroup of 
SL( 4,R) is the minimal parabolic subgroup Po. 

Remark: By the Langlands8-Knapp-Zuckerman9 

theorem only Po shall be needed to construct the elementary 
representations of G. That is why we do not give in so much 
detail the explicit parametrization in the case of the other 
parabolics. 

Further we introduce the subgroup, corresponding to 
the nonparabolic subalgebra ak (2.36): 

A k = exp(ak
) 

~ ), laleR+}. 
"Ial-II 

(3.11) 

Later we shall give the exact imbedding of SO (3,1) in 
SL( 4,R) after we display the Iwasawa decomposition (Sec. 
IV A). 

B. Important subgroups of SL(4,R), GL(4,R), and 
GL(4,R) 

We turn now to the universal (double) covering 

G = SL(4,R) ofSL(4,R). The maximal compact subgroup 
K of G is the double covering of K, 

K = SU(2) xSU(2) = SO(4). (3.12) 

Explicitly the double covering map K t--+ K is given by 

SU(2) X SU(2) 3 (u,v) t--+ (kij (u,v»)eSO( 4), (3.l3a) 

kij(u,v) =!tr(q/uqjv+), (3.l3b) 

where qj represent the quaternion units 

q4=12, qj= -iuj = -q/ (j=1,2,3), (3.l3c) 

through which u,v are also conveniently expressed as 

u = ulql + U2q2 + U3q3 + U4q4' ukeR, 
(3.l3d) 

det u = ui + u; + u~ + u~ = 1. 

The groups A, N, and N and the nonparabolic A k are 
simply connected and can be thought of as subgroups of G 
also. 

The centralizer M of A in K is 

M= {(u,v) eK Ik(u,v)-Iak(u,v) = a, 'daeA} 

E= ±I 

Mt == {( ± qk' ± Eqk )}. 

The 16 elements of M may be generated by 

ink ==(qk' - qk) (k = 1,2,3), 

i.e., 
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(3.14a) 

(3.14b) 

(3.14c) 

(3.14d) 

However, we shall use a more convenient parametrization of 
M, 

M- {-N-N-N-N 1- ( I I ) = m l 'm2 'm3'm4' m4 = - 2' - 2' 

Nk = 0,1 (k = 1,2,3,4)}, 

which displays the fact that 

M S!! (Z2)3 Q< Z2 S M Q< Z2' 

The double covering of M by M is given by 

Mt -m~, k = 1,2,3,4, 

(3.14e) 

(3.140 

mr = diag(E, - E, - E,E), m~ = diag( - E,E, - E,E), 

(3.14g) 

m; =diag( - E, - E,E,E), m: = E14 • 

Note that ink - mk [cf. (3.6)], in4 -14' 
Analogously to the SL( 4,R) case Po = MAN is the min­

imal parabolic subgroup of G. The number of standard para­
bolic subgroups is the same and they are explicitly given as 
follows [cf. (3.8) and (3.9)]: 

1'0 =1'0' P", = G=M"" A", =H", = {n, 
P"b = M"bA"b N"b' a,b = 0,1,2,3, a <b, 

(3.1Sa) 

M"b s M xSO(1,1) S M"b Q< Z2 (a#O), (3.1Sb) 

MOg s SO(1,l)X(M/M~) Q< SL(2,R») sMOg Q<Z2, 

M-'-M-+ I M-'-M-+I M-'-M-- I 
)= 2' 2= 3' 3= 3' 

where SL(2,R) is a double (notthe infinite universal) cov­
ering of SL (2,R). We shall explain this double covering at 
the end of Sec. IV A, after we introduce the Iwasawa decom­
position. 

Next we consider the group G e = GL( 4,R). Analo­
gously to the algebraic discussion in Sec. II F, we note that 
Ke s 0(4), Ne = N, N e = N. Now instead of (3.2a), we 
have [cf. (2.44)-(2.46)] 

{d' (r r r = lag S+T+q,t-T+ q, -s+T+ q, 

-t-;+q)}, (3.16a) 

and, instead of (3.3), we have 

Ae=expae 

= {a
e

= eg e; a~)1 s,t,r,qeR} s R+XA. 

(3.16b) 

Next, instead of (3.6), we have, for the centralizer of A e (or 
equivalently A) inK· [cf. (3.6)], 
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Me = {m = diag(vl>v2,v3,v4 ) IVi = ± 1, 1<i<4} 

= {(m~ )N, ... (m: )N4Im~ = mk, k = 1,2,3; 

m: = (1,1,1, - 1); Nk = o,l} 9!: M X 1..2' 

(3.17) 

Recall that each element k e of K e can be written in the 
form k e = (m: ) N'k, where keX, N4 = 0, if k eeX and N4 = 1 
if k e~. Thus we can write 

(3.18 ) 

The minimal parabolic subgroup P g of G e is 

Pg =MeA W 9!: lR+X1..2 xMAN 9!: lR+X1..2 XPO' 

(3.19a) 

and the other seven parabolic subgroups are [cf. (2.33) and 
(3.lOa)] 

p~=Ge=M~, A~=N~={l}, 

P!b=M!bA!bNab (a,b = 0,1,2,3, a<b), 

A!b = exp(a~b)' M!b 9!: 1..2 Q< Mab ; 

(3.19b) 

the M~b are given by (3.10e) and (3.1Od) with the change 
M ---+Me. 

For the nonparabolic subalgebra analogous to A k we 
have [cf. (2.58) and (3.11)]: 

(A k)" = exp(ak
)"} = {ake = eqak IqelR, akeA k}. 

(3.20) 

Finally we consider the group G e = GL( 4,lR). For the 

maximal compact subgroup K e we use (3.18) and obtain 

(3.21a) 

For the simply connected subgroups we have A e = A e, N e 

= N, N e = N,and (A k)e = (A k)e. The centralizer Me of 

@'(w,l ~{n 
0 0 

t}a"p"Y',8' ~ ± I, 0 0 

0 °1 

Y2 0 

0 

A" = A e (or equivalently A) in K e] obviously is 

(3.21b) 

For the parabolic subgroups we obtain pg = MeA W 
- n+x'7I rx-p -pe - G e - Me -Ae - N e {I} = n 1l.<2 II! 0' IjI - - 1jI, IjI - IjI = , 

and P~b = M:bA :bNab' where 

M~b 9!: 1..2 Q< Mab 9!: 1..2 ex Mab Q< 1..2' (3.21c) 

TheM~b are given by (3.15b) with M replaced by Me. 
Now we are ready to prove an analog of Proposition 1. 
Proposition 2: The only cuspidal parabolic subgroup of 

G == SL(4,lR) [G e == GL(4,lR), G e == GL(4,R)] is the 

minimal parabolic subgroup Po (P g, P g , respectively) giv­
en above. 

The proof follows the reasoning for G = SL ( 4,H). In-

deed rank G = 3, rank Ge = rank Ge = 4, rankK 

= rankK e = rank K e = 2. Thus PIjI,p~, P~ are not cu­
spidal. For the other parabolic subgroups the subgroup M 
always contains the factor SO(1,l ) [cf. (3.15b), (3.19), and 
(3.21c)], which does not have discrete series representa-

tions. Thus pab , P ~b' and P ~b are not cuspidal. 

C. Explicit construction of the Weyl groups 

Let M' be the normalizer of A in K, i.e., 

M' == {keX Ik -lakeA, VaeA}. (3.22) 

It is known that M'IM is isomorphic to the Weyl group 
W( g,a). Let w' be the homomorphism from W to M' satisfy­
ing 

w'(w)-Ieaw'(w) = w(ea ), a = 1,2,3, VweW. 
(3.23) 

Of course it is enough to impose (3.23) for the generating 
elements of W - W I'W2'W3. For these we obtain 

a,p,y,8, ~ - I} (3.24a) 

@'(w,l ~ {C 0 °d' a,a,8+L ~ - I} a2 
a l ,a2,0+,0_ = ± 1; (3.24b) 

0 
0_ 

a+ 

{e o 0)' -} , a_ 0 
a+,a_,01,02 = ± 1; a+a_ol02 = w (W3) = 0 0 1 

(3.24c) 

0 °2 

We note that each w' (Wk ) is isomorphic to M, as it should be 
as an element of M'. For the remaining elements of Wwe 
have [cf. (2.26)] 

890 

w' (WI, ... i.) == w' (Wi, ••• Wi.) = w' (WI) ... w' (Wi. ). 

(3.25 ) 

J. Math. Phys., Vol. 27, No.4, April 1986 

In the explicit construction of the intertwining opera­
tors it is convenient to work with fixed elements of M', ob­
taining thus explicit matrix representation of W. For this we 
should fix the parameters in (3.24). We shall usually work 
with the following particular choice, which gives the isomor­
phism between Wand M' 1M: 
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w(w,) =(~ 
0 

o 1 0 o 1 
(3.26a) 

0 -1 0 ' 

1 o 0 

w(w,) =(~ 
0 OJ -1 

(3.26b) 
0 

0 
1 

w(w,)=C 

1 
0 

0 0) (3.26c) 

0 -1 

Analogously let M' be the normalizer of A in K, 
M' = {k = (u,v)eK Ik -lakeA, 

k = k(k) = k(u,v), VaeA}, (3.27) 

andnotethat M'/M = W(g,a) =M'/M.Letwbetheho­

momorphism from W to M " satisfying 

k(W(W»)-leak(W(w»)=w(ea) (a=I,2,3), VweW. 
(3.28) 

It is an easy (but tedious) calculation to find w from (3.28). 
However, we shall not reproduce it here since in the applica­
tions we need only the isomorphism between Wand M' / M 
displayed in (3.26). 

In the nonparabolic case (2.36) the representatives u(s) 
of the restricted Weyl reflection (2.41) must satisfy 

u(s)-IDu(s) = -D. (3.29) 

Thus we have a seven-parameter family of representatives, 

u(s) = (~ ~EG, (3.30) 

and the most frequent choices shall be 

- 12) (0 o or u(s) = 12 (3.31 ) 

IV.IWASAWA AND BRUHAT DECOMPOSITIONS. HAAR 
MEASURES 
A. The Iwasawa decomposition 

It is well known that every element of a semisimple Lie 
group G may be represented uniquely as a product,24 which 
we shall write, in the case G = SL ( 4,R), as 

g=(; ~=k(g)nI(g)aI(g) (4.1) 

where 

(
a' P') 

k( g) = y' ~' eK, 

ta'a' + ty'y' = 12, tp'p' + t~'~' = 12, 

ta'p' + ty'~' = 0 

[cf. (3.2)], nI ( g)EN, aI ( g)eA shall be parametrized as in 
(3.5b) [resp. (3.3)]. The explicit expressions of the param-
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eters of k,nI,aI through the parameters of g is very involved 
and requires the consideration of many particular cases. 
Fortunately in the application to the elementary representa­
tions we shall need only the Iwasawa decomposition of the 
elements of the subgroup N [cf. (3.4b)]. In this case the 
explicit expressions are (we drop the primes on a', p " y' ,~') 

a l = 1/.l+, 

a 2= (1 +xi +X2+ -y+(xlx_ +x~+)]/.l.l+, 
(4.2a) 

a+ = [y+(1 +x~ +X2_ ) -XIX_ -x~+]/.l.l+, 

a_ = -y+/.l+, 
~1'~2'~ ± as a l,a2,a ± ' respectively, with the changes 

.l+-.l_, y+- -y_, 

.l± = (1 +xi +X2± + 2y± (xlx=F +x~± ) 

+ r± (1 +x~ +x; )] 1/2, 

.l = (1 +xi +x~ +X2+ 

(4.2b) 

+X2_ + (X IX2 -x+x_)2f12, (4.2c) 

ZI± = [ ± (XIX ± + X~=F ) + Y=F (1 + x~ + X2± )]/.l, 
(4.2d) 

if = 1/(.l+.l_) 1/2, 

if = (.l+.l_)1/2/.l, e'f = .l_/.l+, (4.2e) 

p = x~, y = - txa, bI = ~-I txa, (4.2f) 

where in (4.2f), a and ~ are substituted from (4.2a) and 
(4.2b). 

In the case G e = GL(4,R) we have, for the analog of 
(4.1), 

g' = k e
( g')nI ( g')aH g'), 

where 

k
e= (~ ~:)eKe ~ 0(4); 

taeae + trr = 12, tp ep e + t~e~e = 12, 

taepe + tr~e = 0, det k e = ± 1, 

(4.3a) 

nIEN, a~eA e will be parametrized as in (3.5b), (3.16b), re­
spectively. The expressions for the parameters of k e,n,ae 

through the parameters of g' are as in the case of SL( 4,H), 
the additional parameters q and det k e being [cf. text after 
(3.17)] 

eq = Idetg'11/4, det k e = sgn(detg') = ( _ 1)1/4. 
(4.3b) 

In particular, for the Iwasawa decomposition of n, formulas 
(4.2) hold without changes, while, instead of (4.3b), we 
have 

eq = Idet nll/4 = 1, det k e = sgn(det n) = 1. (4.3c) 

Formulas (4.1) and (4.3) can be written globally also: 

G = KNA, G e = KeNA eQl H+ X (~ ~ KNA) 

(4.4a) 

Analogously we shall write in the cases G = SL(4,R) and 
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Ge= GL(4,R) 

G=KNA, 

Ge=KeNA e 

~R+X(Z2Q<KNA) ~R+X(Z2Q<G). 

We shall write also the analogs of (4.1), (4.3) 

g = iC( g)nI( g( g) JaIl g( g»), 

? = iC e
( ge)nI(~( ge»)aH~( ge»), 

(4.4b) 

( 4.1') 

(4.3') 

whereg( g)K( ge) is the image ofg,ge, respectively, under 

I 

cosh h 0 sinh h), hER}' 
sinh h cosh h 

Note that Y14 -X13, Y24 -X23 and Y14 +X13, 

Y24 + X23 span the positive and negative, respectively, root 
spaces with respect to the algebra, spanned by Y 34' For more 
details on the structure of SO e ( 3, 1) [and SO e (n, 1) ], see 
Ref. 15. 

As we mentioned after formula (3.15) we shall explain 
in more detail the double cover of G' == SL(2,R). Let 
G' =K'A 'N' be the Iwasawa decomposition. Then 
K' ~ SO(2) and its double covering group is the group 
Spin 2, which is a one-parameter subgroup of the double 
covering K = SU(2) XSU(2) of K = SO(4). For the three 

different imbed~gs ofG' = SL(2,R) in G = SL( 4,R) in 
formula (3.15b) the group Spin 2 is the one that contains the 
set M ~ (which for that reason is factorized out from M). 

B. The (Gel'fand-Nalmark-) Bruhat decompo81tlon 

We recall that almost every element of a semisimple Lie 
group may be written in a unique way as a product26 

g = n( g)nB (g)aB ( g)m( g) 

(4.6) 

the projection G _ G, G e _ G e, respectively. Formulas 
( 4.1'), (4.3') do not have a matrix representation in general; 
however, they have it for g (respectively ge) belonging to the 
15-dimensional as G (resp. 16-dimensional as Ge) manifold 
NNA (resp. NNA e) (the order of the factors is not essen­
tial). (The meaning of this will become clear in the next 
subsection.) In particular, iC(n) = ic e(n) = ken). 

As we mentioned at the end of Sec. III A, we shall use 
the Iwasawa decomposition to give the exact imbedding of 
the group Ge = SOe (3,1) in SL(4,R). Namely let Ge 
= KeAeNe be the Iwasawa decomposition of Ge • Then we 
have [cf. (2.6), (2.8), (2.42), (3.5b)]: 

_ t-! 

1 _-!2/2 
_ -!2/2 

Proposition 3: Let 

g=(~ ~EG 

(4.5a) 

(4.5b) 

(4.5c) 

(4.5d) 
-! = (X1,x2)' 

-!2 =x7 +x~. 

and let K281 det8;60 (K==a-/38- 1r). Then formula 
(4.6) holds. Also let n,nB ,aB,m be parametrized as in (3.3)­
(3.6). Then these parameters are expressed through the pa­
rameters of g as follows: 

(4.7a) 

(4.7b) 

bB = (1 - ~~ q _ ) rK-1 (1 + :: q + ) , 

The exact statement in the case of G = SL(4,R) is the fol- (4.7c) 
lowing proposition. ZB+ =8+81/det8, ZB_ =K_K2/detK; 
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Yl = Sgn(K2 det K) = ( - 1 )N" 

Y2 = SgnK2 = (- l)N" 

Y3 = sgn 151 = ( - 1)N" 

Y4 = sgn151 detl5 = (_1)N,+N,+N,. 

(4.7d) 

Proof" By straightforward matrix multiplication. (Note 
that det K # 0 always. ) 

When the conditionK215 1 det 15#0 is not fulfilled the de­
compositions of g are of the form 

g = ltJ(w)nWnam, WEW(g,a), 

where 

nWeNw = CiJ(w)-WCiJ(w)nN. 
Denote 

GW = CiJ(w)NWNAM, 

dnw = dimNw, dw = dim GW, 

dw = dnw + dim(NAM) = dnw + 9. 

Then we can state the following proposition. 

Proposition 4: Let 

g = (; ~EG = SL(4,R). 

(4.8) 

(4.9) 

(4.10) 

(4.11 ) 

Let K2151 det 15 = O. Then there exists WEW(g,ao)' such that 
formula (4.8) holds andg belongs to the lower-dimensional 
submanifold GW. Further if W1,W2EW(g,a), W1#W2' then 
NW'#Nw" GW'#Gw,. Let w = Wi, Wi, ... Wi. be given in the 
reduced form (2.26). Then dim N W = 6 - n. 

We shall give only a sketch of the proof First one deter-
mines NW for every w. For instance, 

-w - + 1 3 N k = N\exp(l.s. E k)' k = ,2, ; 

NW
' = exp(l.s. E 2+ ,E 4+ ,E 6+)' 

NW
' = exp(l.s. E 3+ ,E 5+ ,E 6+)' 

N W
6 = exp(l.s. E t), NWo = {n, Wo == W131213' 

etc. As a by-product of this we get dim N W = 6 - n. Then we 
build G W explicitly and show by exhaustion that all cases, 
when K 2151 det 15 = 0 holds, are accounted for. 

In the case G e = GL( 4,R) we have the following propo­
sition. 

Proposition 5: Let 

g"= (; ~EGe. 

(4.12) 

holds. Let n,n be parametrized as in (3.4)-( 3.6) and ae,me 

be parametrized as in (3.16) and (3.17). Then these param­
eters (except Y4 and eq

) are expressed through the param­
eters of g" as in formulas (4.7) and 

V
4 

= sgn l)1 det l) = ( - 1 )N, + N, + N, + N" 

eq = Idetg"II14. (4.13) 

Proof" By straightforward matrix multiplication. [Note 
V 1Y 2V 3V4 = sgn(detK.detl) = sgn detg" = (_l)N,.] 
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When K2l)1 det 15 = 0 the analogs of (4.8) hold with 
a -+ ae, m -+ me. Note that (Ne)w = N W

, 

(Ge)w = ltJ(w)NWNA eMe, 

d~ = dim(Ge)W = dw + 1 = dnw + 10. 

(4. 14a) 

(4.14b) 

Then Proposition 4 is true after the change G -+ G e, 

GW -+ (Gw)e. 
If we set w=idEW(g,a) [cf. (2.26a)] in (4.10) and 

( 4.14 ), then CiJ (id) = 14, N id = N, and 

GO = G id = NNAM, G eO == (Ge)id = NNA eMe 
( 4.15a) 

are dense submanifolds of G,Ge, respectively. Analogously 

GO=NNAM, GeO=NNAeMe (4.15b) 

are dense submanifolds ofG,G e, respectively. 

c. Haar measures 

It is useful to note that almost every element of K can be 
decomposed in the form 

k = k (n(k) )m(k), (4.16) 

where k( n) is from the I wasawa decomposition of neN [cf. 
(4.1), (4.2a), and (4.2b)], and n(k) and m(k) are from the 
Bruhat decomposition ofk [cf. (3.2), (4.7b),and (4.7d)]. 
To prove (4.16) we use the Bruhat decomposition of 
k (ii(k»). Note that (4.16) is the group structure parallel of 
the algebraic map (2.18). 

Further we summarize some facts (see also Ref. 15) on 
the invariant measure on G and its subgroups. The group Gis 
unimodular, its Haar measure is both left and right invar­
iant; the measures of the nonunimodular factors are chosen 
to be left invariant. 

The Haar measures on K, N, N, and A are given by 

K 

dn = db1 db2 db+ db_ dz+ dL, 

dn = dX1 dX2 dx+ dx_ dy+ dy_, 

da = ds dt dr. 

Then the Haar measure on G has the form 

dg=dkdnda. 

Using (4.16) we can express dk in terms of dn: 

(4.17a) 

(4.17b) 

(4.18) 

1 1 dn dk = - e2p(loga,(ii(k») dn(k) = _ , 
21T4 21T4 /12 /12 /12 

+ -
(4.19) 

where log is the inverse map of exp: a -+ A, 

log: A -+ a; (4.20) 

p is half the sum of the positive roots [cf. (2.14)], 

P = ~ ± Ak, p(el,e2,e3) = (3,1,0); (4.21) 
2 k=1 

and the normalization is fixed to satisfy (4.17a). 
For the Haar measures on '0, G e, '0 e, we have, respec­

tively, 
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d g = dk dn da, dk = !dk, f dk = 1; ( 4.22) 

x 
dg" = dk ' dn da', dk e = ~dk, dae = da dq, 

f dk e = 1; (4.23) 

K' 

d ge = dk ' dn da', dk' = ldk, f dk' = 1. ( 4.24 ) 

x' 

V. THE ELEMENTARY REPRESENTATIONS OF SL (4 R) 
AND GL (4, R) AND THEIR COVERING GROUPS 

A. The elementary representations of SL (4, R) 

As we establish in Sec. III A (Proposition 1) the only 
cuspidal parabolic subgroup of G = SL ( 4, R) is the minimal 
parabolic subgroup Po = MAN. Thus by the results of Lang­
lands8-Knapp-Zuckerman9 the elementary representations 
will be Po-induced representations of G. They will be para­
metrized by 

(S.l ) 

where CkEC (k = 1,2,3), will characterize the representa­
tions of A, and are the values of a linear functional A for the 
basis elements of Q [cf. (2.9)]: 

(S.2) 

where Ek = 0,1 (k = 1,2,3), index the characters of M. 
Let D x be the one-dimensional representation of MA 

given by [cf. (3.3), and (3.6)] 
DX(ma)=( _ 1 )E,N, + E2N2 + E,N'e - s(3 + c, ) - t(\ + C2) - (rI2)c,. 

(S.3 ) 

(Here, as usual, we have added to the linear functional A the 
half sum of the positive rootsp [cf. (4.21)].) Now we are 
ready to introduce the representation space for the elemen­
tary representations of G: 

'G' x={.&:C OO(G,C)IAgman) = DX(ma)-IA g), 

geG, meM, aeA, neN}. (S.4) 

The elementary representation (ER) yx induced by the 
representationDx of Po = MAN (Nis represented trivially) 
is given by the left regular action of G 
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(YX(g)/)(g') /tg-lg'), g,g'EG, j'e'G' X' (S.S) 

We shall write down some useful properties of the ER 
following Ref. 27. We introduce the standard right action of 
gCinCOO(G,C) (see Ref. 28): 

d 
(X./)(g)= dtAgexptX)lt=o, Xegc. (S.6) 

It is easy to see that [cf. (2.1S) and (2.20)] 

E k-' /= 0, k = 1, ... ,6; (S.7a) 

el" /= (3 + c1)/. e2• /= (1 + c2 )/. e3• /= (c3/2)/. 
(S.7b) 

We notice that (S. 7) is equivalent to the covariance property 
in (S.4) restricted to AN; since M is a discrete subgroup the 
covariance property with respect to it cannot be translated 
into algebraic information. We also notice that every ele­
ment j'eCff x may play the role of a lowest weight vector of a 
lowest weight module over gC. Indeed /is annihilated by nC 

and theCartan subalgebra l)c (of which theek form a basis) 
acts on /by scalars. This becomes more apparent if we re­
write (4. 7b) in the standard form29 

ek·/=(A+p)(ek )/, k=1,2,3. (S.7c) 

Properties (S. 7) will be used in a sequel of this paper for the 
construction of the invariant differential operators between 
reducible elementary representations (see also Ref. 27). 

We introduce a K-invariant scalar product in Cff x by 

V;,A)'6 =21T41dk j;(k)A(k) (S.8) 
x K 

[cf. (4.17a)]; the factor 21T4 is introduced for convenience. 
The representation yx is continuous with respect to the to­
pology defined by (S.8). For some other properties of yx 
see the end of the next subsection. 

B. Noncompact picture of the elementary 
representations 

Here we introduce the so-called noncompact picture of 
the elementary representations. [There is also a compact 
picture that we shall not consider here (cf. Refs. IS and 
17).] The representation space in the noncom pact picture 
Cx consists of COO-functions over the subgroup N [cf. 
(3.4)]. These functions have special asymptotic behavior, 
namely, 

(S.9a) 

(S.9b) 

(S.9c) 
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The functions rp h are homogeneous polynomials of degree 
k in the first variable and Coo-functions with respect to Y ± ; 

the functions rp fk' rp fk are Coo-functions of their argu­
ments. The action of the generating elements of the Weyl 
group W(g,a) [cf. (2.24)-(2.26)] onN,i.e.,wkx, WkY± ,is 
obtained by the Bruhat decomposition [( 4.6) and (4.7)] of 
m(wk) -In(X,y ± ), where m(wk) are the matrix representa­
tives ofwk in (3.26): 

m(wk) -Iii (x,y ± ) 

= ii(wkx,mk Y ± )n(n,m) -Ia(n,m) -1m (n,m) -I. 
(S.lO) 

Explicitly we have 

A 1 1- det x x+ I 
wlx=- l' 

X2 x_ 

wIY± = ±x± -x2y±, x 2#0; (S.lla) 

w~= I x+ XI I, 
-X2 -x_ 

w2Y+ = - Y+, w2Y- = lIy_, y_#O; (S.lIb) 

w~= IX- - X2 1, 
XI -x+ 

w3Y+ = lIy+, w3Y_ = -Y_, y+#O. (S.lIc) 

The elementary representation in the noncompact pic­
ture is defined in the space Cx by 

(TX(g) f)(x,y ± )==DX(mgag) f (Xg,yg± ), (S.12a) 

where x" Yg±' mg, and ag are obtained from the Bruhat 
decomposition 

g-ln(X,y ± ) = n(xg,yg± )n; lag-Img-
I. (S.12b) 

In the cases when (S.12b) does not exist, formula (S.12a) 
will be defined by the appropriate limit as we shall explain 
below. 

Explicitly we obtain in the generic cases (a) g = ii'EN 
("translations" of In, 
(TX(ii')f)(x,y ± ) =f(x" ,y'~ ), (S.13a) 

x" = (1- y'+ u+)(x -x')(1 + y'_ u_), 

y'~ = Y ± - y'± ; 

(b) g = meM (reflections ofN), 

(TX(m)f)(x,y±) = (_l)l:f<E~kf(x',y'±), (S.13b) 

x' - ( - I)N, +N,X X' - ( _ I)N.+N,x 
1,2 - 1,2' ± - ± ' 

y'± = (_l)N,+N.y ±; 

( c) g = aeA (dilatations of N) , 
(TX(a)f)(x,y±) =e- S(3+c,)-t(I+c.)-(TI2)C'f(x',y'±), 

(S.13c) 
xi =xle- 2s

, xi =x2e- 2t
, 

x' - X e -. - t 'f'T Y' - Y e - S + t 'f'T. 
±-± '±-± ' 

(d) g = m(w l ) (Weyl inversion oU), 

(TX(m(wl»)f )(x,y ± ) 1","0 
( - 1 )E'(sgn - X 2 )E. A 

= Ix
2
11+ C• f(wl,x,wly± ), 
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(S.13d) 

'" 
X L rpfk(X(X2 = 0), ± X ± ); 

k=O 
(S.13d') 

(e) g = m(W2) (Weyl inversion ofy_), 

(TX(m(w2»)f)(x,y ± ) k .. o 

( _ l)E2(sgny _ )E, A 

= IY-II + (I/2)(c,- c. - c,) f(W~'W2Y ± ), (S.13e) 

TX(m(w2»)f (x,y ± ) Iy- =0'=( - 1 )E·rpf.o (w~, - Y+); 
(S.13e') 

and (f)g=m(w3) (Weylinversionofy+), 

(TX(m(w3»)f)(x,y ± ) Iy+ .. o 

(_l)E'(sgny )E,+E. A 

= 1Y+11+(I/2)(C'~C'+C') f(wJX,W3Y±), (S.13f) 

(TX(m(w3»)f )(x,y ± ) I y+ = 0 

=( - l)E,rpf.o (w3x, - y_). (S.13f) 

Obviously formulas (S.13d'), (S.13e'), and (S.13f) are sup­
plementing (S.12a). Now we can prove the following propo­
sition. 

Proposition 6: The C 00 action of the elementary repre­
sentation is provided by formulas (S.13) together with the 
asymptotic conditions (S.9). 

Proot First we notice that the asymptotic conditions 
(S.9a), (S.9b), and (S.9c), respectively, ensure the C GO pas­
sage from formulas (S.13d), (S.13e), and (S.13f) to 
(S.13d'), (S.13e'), and (S.13f), respectively, in the limit 
x 2-<>, y_-<>, y+-<>, respectively. Further we recall (cf. 
Propositions 3 and 4) that every element of G can be unique­
ly decomposed in the form g = nnam [cf. (4.6)] or in the 
form g = m(w)iiWn'a'm' [cf. (4.8)]. Now every element 
neN can be obtained from some element of Nby Weyl conju­
gation. Explicitly let n (hI) eN denote an element in the para­
metrization (3.Sb) with all parameters except bl being set to 
zero; analogously for n (b2), n (b ± ), n (z ± ), and for the 
elements nEN in the parametrization (3.4b). Then we have 

n(b l ) = m(w6)-lii(xl = bl )m(w6 ), 

n(b2) = m(wl )-lii(x2 = b2)m(wl ), 

n(b+) = m(w4)-lii(x_ = b+)m(w4), 

n(b_) = m(ws)-lii(x+ = b_)m(ws), 

n(z+) =m(w2)-ln(y_ =z+)m(w2), 

n(z_) =m(w3)-ln (y+ =z_)m(w3), 

(S.14) 

where W4' WS' W6 are given in (2.2S) through WI' W2' W3 [cf. 
also (3.2S) and (3.26)]. Thus TX is C"" defined for every 
element of G that concludes the proof. 

by 
Further we introduce aK-invariant scalar product in Cx 

U;,f2)C
X 
= r fl (x,y ± ) f2(X,y ± )IlX(x,y ± )dii, 

(S.ISa) 
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=(/1+) II2(c, +e,- C2 - e2 + C, + e,) 

(S.ISb) 

and /1 ± ,/1 are given in (4.2c). The representation T x is con­
tinuous with respect to the topology defined by (S.IS). On 
general grounds23 we know that the representations yx and 
TX should be equivalent. In more detail we have, in our case, 
the following proposition. 

Proposition 7: The equivalence of the representations 
yx, formula (S.S), and TX, formulas (S.12) and (S.13), is 
given by the operator B and its inverse, which are defined as 
follows: 

B:ct x-Cx' (B/)(x,y ±) I'(n(x,y ± »); (S.16) 

(B-If)(g)==DX(ma)-lf(x,y±), g=n(x,y± )nam, 
(S.17a) 

(B -If)(g) DX(ma) -llim(TX(w(w»)f)(x,y ± ), 

g=w(w)n(xw,y~ )nam, n_nw=n(xW,y~). (S.I7b) 

The operator B is isometric. 
Proof We must show that 

BYx = TXB, B -ITx = YXB -I, (S.18) 

which is straightforward and requires some care only when 
(S.I7b) is involved (its analog is missing in Ref. 23). [The 
interested reader may find explicit expressions for the 
asymptotic functions rp!k in (S. 9) in terms of limits of func­
tions from ct x.] For the isometricity proof we shall show 

V~,A)CG' = (BA.BA)c . (S.19a) 
x x 

Indeed using (4.16), (S.4), (4.19), and (4.2) we have 

(A,A)CG'x 

= 21T41 AWA(k)dk 

= 21T41 A(k(n(k»m(k»A(k(n(k»)m(k»dk 

= 21T41 /(k(n»)A(k(n»)dk(n) 

= IN A(k(n»)A(k(n») /12+ !~_ /12 

= IN A(k(n)n(n)a(n») 

xA(k(n)n(n)a(n) )pX(n)dn 

= IN A(n)A(n)ILX(n)dn = (BA.BA)cx· (S.19b) 

Further we recall the general fact that ct x and Cx are 
not complete as normed linear spaces with respect to the 
topology defined by their scalar products. [They are com­
plete with respect to some Frechet space topology that we 
shall not introduce here (cf. Ref. 22)] Their completion 
with respect to the scalar products (S.8) and (S.IS), respec­
tively, will be denoted by Kx and Hx' respectively. 
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Finally we note that both scalar products are also G­
invariant if and only if Ck = irk' rkER, k = 1,2,3. [Note that 
then ILx (n) = 1.] These elementary representations form 
the principal series of unitary representations of SL( 4,R) act­
ing in the spaces K x or Hx (see Refs. 9 and 12). 

C.lnflnltesimal generators and Casimir operators of the 
elementary representations 

We write down the expressions for the infinitesimal gen­
erators in the noncompact picture for the generic (contin­
uous) subgroupsN,A,Nusingformulas (S.13) and (S.14). 

(a) ThesubgroupN: letk = 1,2, +, - ,e ± ==(T ± ,then 
we have 

Tkf(x,y ± ) 

=a.a, (TX(iix,l:»)f)(x,y± ) Ixk=o 
'Xk 

= - a.a f(x,y ± ); 
'Xk 

(S.20a) 

Ty±f(x,y±) 

=:± (TX(ny'± »)f)(x,y± ) Iy '± =0 

= (=+=x± ~ =+= X2~-~)f(X,y±). 
ax! ax+ ay± 

(S.20b) 

In (S.20) we have used the notational convention of (S.14) 
to write in the arguments of n(·) only the nonzero param­
eters. This convention will be used also below for n ( .) as in 
(S.14) and for a(. )EA. 

(b) The subgroup A: 

Dd(x,y ± )= ! (TX(a(s»)f)(x,y ± ) 1.=0 

[
a a a = - 3+cI+x+--+x_--+2xI-

ax+ ax_ aX I 

+y+ aa +y_ aa ]f(X,y±); (S.21a) 
~+ ~-

(S.21b) 

D3 f(x,y± )==!(TX(a(r»)f)(x,y± )Ir=o 

= _ [c3 +x+~-x_~+y+~ 
2 ax+ ax_ ay+ 

- y_ ;_ ]f(X,y ± ). (S.21c) 
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(c) The subgroup N: defining 

Ck!(x,y± )= a (TX(n(bk»)!Hx,y± )ibk=O' 
abk 

k = 1,2, + , - , (5.22) 

Cz± !(x,y± )=: (TX(n(z± »)f)(x,y±) Iz± =0' 
± 

we obtain, using (S.13) and (S.14), 

C 
l a a a a 

I = XI - + xlx+-- + XIX_-- + x+X-a""l 
aXI ax+ ax_ .... 

a a 
+ (Xl + x+y_)y_ ay_ + (XI - x_y+)y+ ay+ 

+(1 +~(CI-Cl+C3»)(XI-X_Y+) 

+ (1 + ~(Cl - C2 - c3) )(xl + x+y _) + (1 + Cl)XI; 
(S.23a) 

(S.23b) 

a a 2 a a 
C+ =x_XI-+XIX2-

a 
+x--a +X-X2-a 

aX l x+ x_ X2 

a a 
+ (x_ +x2Y-)Y--:;::-+ (xl-x-Y+)a-

vy_ ~+ 

+ (2 + !(cl + C2 - C3»)x-

(S.23c) 

a 2 a a a 
C_ =x+xl-+x+ --+XlXl--+X+Xl-

a aXI ax+ ax_ Xl 

a a 
+ (x+ -XV'+)Y+ ay+ - (Xl +X+Y_) ay_ 

+ (2 + !(C1 + Cl + C3»)x+ 

a a 
Cz =Xl--+X_-

+ ax+ aX2 

a + r- t7y_ + (1 + !(Cl - C2 - C3»Y_; 

a a 
C = -Xl---X -

z- ax + aX
2 

+ r+ ~ + (1 + !(Cl - C2 + C3)lY+· 
t7y+ 

(S.23d) 

(S.23e) 

(S.230 

It is well known that the elementary representations are 
operator irreducible in the sense of Schur's lemma. Thus the 
Casimir operators are multiples ofthe unit operator. In par­
ticular the second-order Casimir operator 
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CCl(X) =~(D~ +D~) +D~ 

+ [T,C.1+ + [Tl,Cll+ + [T+,C_l+ 

+ [T_,C+l+ + [Ty+,Cz- 1+ + [Ty_,Cz+ 1+ 

= ~(D~ +D~) +D~ - 3DI -Dl 

+ 2(TIC l + T2C2 + T+C_ + T_C+ + Ty+ 

XCz- + Ty_ Cz+) 

has the value 

CC 2(X) = !(c~ + ~ + cV2) - s. 

(S.24b) 

(S.2S) 

Formula (S.2S) is derived by direct substitution ofthe gen­
erators from (S.21 )-(S.23). Another way is to use the low­
est weight module structure shown in (S.7). We exploit the 
fact that the Casimir operator has the same expression 
(S.24) every generator being replaced by its right-acting 
counterpart according to (S.6). Then in (S.24b) only the 
terms withDk (replaced byek) remain since [by (S.7a) 1 the 
other terms annihilate the functions of ~ x; then if we use 
(5.7b) we obtain (S.2S) at once. (Note that the constant 
terms in Dk coincide with the action of - ek .) For a more 
general discussion we refer to Ref. 27. 

Analogously we can obtain the higher-order Casimir 
operators. The explicit expressions are 

C3(X) = (~ - ci )c3, (S.26a) 

C4 (X) = (1 +cV2)(lc~ + 1-~ -ci) +~~ -~. 
(S.26b) 

D. The elementary representations of SL(4,R), GL(4,R), 
and GL(4,R) 

Denote as before G = SL(4,R), Ge = GL(4,R), and 

G e = GL( 4,lR) and the corresponding minimal parabolic 
subgroups by Po, p~, and P~. The elementary representa­
tions induced from the minimal parabolic subgroups will be 
parametrized by the signatures 

i == [c1,C2,C3;El,E2,E3,E4l. 

Xe = [cl,c2,c3,c4;El,E2,E3,Esl, 

i e = [cl,c2,c3,c4;El,E2,E3,E4,Esl, 

(S.27a) 

(S.27b) 

(S.27c) 

respectively, where CkEC. These elementary representations, 
which characterize the representation of A in (S.27a) and of 
A e =A XR + in (S.27b) and (S.27c),arethevaluesoflinear 
functionals A.,A e, respectively, for the basis elements of a, ae 

=a e a,respectively [cf. (3.16a)]: 

(S.28) 

A. is as in (4.2); Ek = 0,1 index the characters ofM,Me, Me. 
The one-dimensional representations analogous to 

DX(ma) in (S.3) are given by [cf. (3.14e), (3.16b), (3.17), 
and (3.21b)]: 

Xe - .(3 + el) - t(l + e,) - (r/2)e,; 

DX"(meae) = ( _ l)E,N'e- Qe4DA.(ma), 
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Di'Uneae) = ( - 1)",N'e- qc4Di(iiia), iiie = iii(m~ )N,. 

(S.29c) 

In (S.29a) we have addedp [cf. (4.21)] to A as in (S.3); in 
(S.29b) and (S.29c) we have added tOA ethe half sum of the 
positive roots of the system (ge,ae) [cf. (2.48)]: pel a = p, 
pel~ = O. 

The representation spaces ~x-, ~ ., ~ _. are given by 
x x 

(S.4) and the ER Yi, yx', yX' act by (S.S) with the ob-
vious substitutions. 

Further, for Ge and Ge one should add to (S.7b) the 
equation e4 f = c4 f and (S. 7c) holds also for k = 4. 

The K-, K eo, K e-invariant scalar products are given by 
(S.8) with the constant 21T4 being replaced by 41T

4,41T4
,81T

4
, 

respectively [cf. (4.22 )-( 4.24 ) ] besides the other (obvious) 
substitutions. 

We note that these ER are also ER of G when C4 = 0, 
E4 = Es = O. Analogously the ER of 0 e with C4 = 0 = Es are 
ER ofG and with E4 = 0 are ER of G e. The ER ofG (resp. 
o e) with E4 = 1 are double-valued representations of G 
(resp. Ge). [To facilitate the phrasing of the above state­
ments we have enumerated the signatures in (S.27b) a little 
oddly.] 

Bearing the above in mind we can introduce the non­
compact picture of the ER for all three groups using the 
formulas for G. Besides the obvious substitutions, the 
changes are as follows: in (S .12b) we write 

( -) -1- (A ) - (A ) _ 1 - 1 (-)-1 g g n x, y ± = n Xg, Yg ± ng ag m mg , 
( S.30) 

whereg( g), m (iii) are the images ofg,iii under the covering 
map (3.l4g) [cf. also (4.4) and (4.1S)]; in (S.13b) the sum 
~kEkNk involves the Ek of the corresponding signature; and 
the second line of (S .13b) is replaced by 

x; = (_l)N.+N,x
l

, x; = (_1)N.+N,+N,X
2

, 

x'+ = (- l)N,+N,+N,x+, x'-- = (- l)N,+N,X_, 
(S.13b') 

y'+ = (_l)N.+N,y+, y' = (_l)N.+N,+N,y_; 

in (S.13c) for a _ ae = eqa the right-hand side is multiplied 
bye - qc4

• We stress thatx',y'± in (S.13c) remain unchanged 
as all formulas in (S.13a) and (S.13d)-(S.13f). 

There are several technical reasons for the applicability 
ofthe SL( 4,R) formulas: the Weyl group is the same for all 
cases, the basis of Xi was chosen as to project on the basis of 
M plus the unit matrix, and in the G e and G e cases the repre­
sentations of the center R + do not act on N. 

Thus all statements including Propositions 6 and 7 re­
main valid also for G, G e, and G e. In particular, the principal 
series of unitary representations of G, G e, and G e is obtained 
for Ck = i1'k' 1'kER, l<k<3,4,4, respectively. Note that no 
restrictions on the corresponding Ek are made. For G ewe 
refer to Refs. 11 and 13. For the connected part of G e, that is 
G ~ = G e /Z2 ~ R + X G, thus Es = 0, the principal series of 
unitary representations was obtained for E 1 = E2 = E3 = E4 

= 0 by algebraic considerations in Ref. 17 and was used for 
E2 = E3 = 0 in Ref. 19 (the latter is not straightforward). 

Since G and G have the same Lie algebra the infinitesi­
mal generators and Casimir operators of the ER X and i 
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coincide and are given by formulas (S.20)-(S.26). For the 
Lie subalgebra ae in the cases G e and G e we can introduce an 
additional generator D 4' 

D4 f(x,y ± ) = ~ (TX(ae(q)f)(x,y± )Iq=o = - C4J. 

( S.31) 

its action naturally being equal to the right action of - e4 by 
(S.6). It is obvious that it commutes with all other genera­
tors and is the fourth (first-order) Casimir operator in the 
cases Ge and oe: 

(S.32) 

It is, of course, a general feature that reductive Lie groups 
(as G e and Ge

) have dim 0 in number first-order Casimir 
operators, where as here 0 is the Lie algebra of the contin­
uous center (in our cases dim 0 = 1). 
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The symmetric group: Algebraic formulas for some Sf 6j symbols and 
Sf :;Sf, X Sf
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Explicit rank-dependent expressions have been obtained for some symmetric group (Sf) 6j 
symbols and some Sf~S[' XSfi 3jm symbols using Butler's recursion method. A key point in 
deriving these results is the use of the reduced notation introduced by Murnaghan to label irreps. 
Various symmetries of the 6j and 3jm symbols have been imposed. These include the complex 
conjugation, permutation, and transpose conjugation. We incorporate a new symmetry that arises 
from the occurrence of the two isomorphic direct product groups Sf! XSfi and Sf2 XSf ! as 
subgroups of Sf. In relation to the tables of 6j and 3jm symbols presented, a discussion is given of 
the symmetric group-unitary group duality. 

I. INTRODUCTION 

The symmetric group has come to play an important 
role in many different contexts in mathematics, physics, and 
chemistry. As a finite group it assumes a central role by Cay­
ley's theorem and exemplifies many of the group-theoretical 
concepts. Furthermore its close relationship with the gen­
erallinear group and its subgroups via the methods of tensor 
analysis imply that the symmetric group lies in the back­
ground of numerous problems. Moreover, the symmetric 
groups occur as a symmetry groups of quantum (and classi­
cal) mechanical systems that contain a number of identical 
particles, and as such have been used extensively in atomic 
spectroscopy, nuclear physics, and molecular theory. The 
physical reason for the quantum applications stems from the 
bosonic and fermionic nature of the particles. 

One main consideration to be made, especially in regard 
to applications, is the determination of the 3jm symbols 
(Wigner, symmetrized coupling, or Clebsch-Gordan coeffi­
cients) and 6j symbols (Racah or symmetrized recoupling 
coefficients). From the early 1950's, nuclear spectrosco­
pists, such as Jahn, Elliot, Hope, Horie, Kaplan, Kramer, 
and Vanagas, I developed methods of calculating these coef­
ficients. Hamermesh2 gives a systematic treatment of the Sf 
Clebsch-Gordan coefficients by a recursion method em­
ploying Sf ~ Sf _ 1 coupling (or isoscalar) factors. More re­
cently Schindler and Mirman3 have produced tables of these 
coefficients for the groups S2 to S6' using projection operator 
techniques, while Chen and co-workers4 have presented in­
dependently similar tables using a commuting operator 
method. Both sets of tables give numerical values, the former 
in floating point and the latter in rational form. However, 
due to the rapidly increasing rank and dimensions of the 
irreducible representations (irreps) of the symmetric group, 
these methods and others based on the explicit construction 
of matrix representations are seen to be cumbersome and 
formidable to use. Moreover such tables for Sf./> 6, would 
be enormous and impractical to present. The unitary groups 
also share the same problems. These were shown5 to be 
largely overcome by choosing an algebraic approach. 
Butler's building-up6 method is well suited for such an ap­
proach since no explicit matrix representations are re­
quired--on1y a knowledge of the character theory, namely 

dimensions of irreps, products, and branching rules, is need­
ed. Furthermore, by casting these results in a rank-indepen­
dent form, the rank dependency of the unitary group 6j sym­
bols and UpJP2 ~ Up! X Up, 3jm symbols was able to be 
obtained. 

In this paper the symmetric group is used to illustrate 
again this rank-independent algebraic approach. We present 
tables of algebraic formulas of primitive 6j symbols for Sf 
and primitive 3jm symbols for Sf ~ Sf! X Sf2 (f = II + h) 
valid for all values of/l'/2' and! The paper is arranged in the 
following way. In Sec. II we give the necessary character 
theory of the symmetric group. To cast it in a rank-indepen­
dent form we have used the reduced notation introduced by 
Murnaghan 7 for labeling irreps of Sf' Littlewood8 and Butler 
and King9 employed this notation to derive many of the 
character theory results given here. In Secs. III and IV we 
give a guide to the tables and an outline of the method of 
calculation; a detailed account can be found in Ref. 8. In 
Secs. V -VII various symmetries of the 6j and 3jm symbols 
are discussed. The transposition symmetry arises from the 
occurrence of Sf! XSf2 and Sfi XSf ! as subgroups of Sf, +f2' 
while the transpose conjugate symmetry originates as a con­
sequence of the one-dimensional alternating irrep [ If] of Sf. 
Above we mentioned briefly the connection between the 
symmetric group and the compact continuous groups. By 
way of example, we consider the unitary groups and the "du­
ality" symmetries that arise. This duality leads to a powerful 
method of determining unitary group transformation coeffi­
cients, such as the Up'P2 ~ Up, X Up> 3jm symbols. Moreover 
this symmetry is independent of the unitary group ranks. 

II. Sf GROUP INFORMATION 

In this section we give an outline of the properties of the 
irreps of the symmetric groups. We shall be using two nota­
tions to label the irreps of Sf' The first is the well-known 
partition label. A partition of the integer I is a set of p inte­
gers A I' A2, .. ·,Ap with A I + A2 + ... + Ap = J, and denoted 
(A IA2· .. Ap ) or merely (A). We include the possibility of neg­
ative integers for one or more of the A; 'so If the parts also 
satisfy A I ;;;.A2;;;. .. ·;;;.Ap > 0, (A) is said to be regular. There is 
then a natural one-to-one correspondence between all regu-
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lar partitions of the integer / and the Sf irrep labels, which 
are denoted by enclosing the partition in square brackets 
[A]. Such a labeling is often called natural or standard. The 
nonstandard labels, that is, those with nonregular parts are 
character-equivalent to within a sign to standard irrep la­
bels. The prescription for this correspondence is given by the 
irrep label modification rule 

[A1, ... ,A.j,A.j + 1 , ... ,A.p] 

= - [A 1, ... ,A.j+1 -1,Aj + 1, ... ,A.p] . (2.1) 

Repeated application may be necessary to obtain a regular 
partition. Note also that if Aj + 1 = Aj + 1 for any 1 <J <p, 
the partition label is inadmissible or null. We shall denote 
this null label by 0. 

The second labeling, called the reduced notation, origin­
ated from the work of Mumaghan7 on the group embedding 
0f- 1 :JSf and exploited to great effect by Littlewood8 and 
Butler and King.9 It is obtained from the standard Sf irrep 
label [A] by dropping the first part AI' The resulting parti­
tion (Y) is then a regular partition of/ - Al into P - 1 parts. 
We shall denote this labeling of the symmetric group irreps 
by using angular brackets <y). For a given/ the standard 
labeling can be recovered by 

(y) = (Y1Y2"'Yq ) = [/ -1,Y1Y2'''Yq ] , (2.2) 

where (y) is a partition ofl into q parts. When/ -I <Y1' this 
correspondence leads to nonstandard labels, which may not 
necessarily be discarded and must be modified according to 
(2.1). In what follows, we shall use A., It, and v to denote 
standard irrep labels. The corresponding reduced notation 
for these standard labels will be denoted Y, 1], and K, respec­
tively. The advantage of the reduced notation is that the 
properties of the irreps can be given independent of the rank. 
For example the dimension of the irrep [A.] is given by Rob­
inson's formula 10 as 

1 [A] 1 =/!lH[). ] , 

where 

h 1! .. ·hp ! 
H[).] = , 

"i<j (h j - hj ) 
(2.3) 

and the hook length hj = Aj + P - i . This gives numerical 
results only. The rank-independent formula can be obtained 
from 

(2.4) 

where (Y) is a regular partition of I into q parts, 
ho=/+q-l,andhj =yj +q-i(i= 1, ... ,q) are the hook 
lengths of (y). The/ dependence has now been factored, and 
the dimension is given as a factored polynomial in! How­
ever, the/ dependency can be obtained in a different way via 
the modification rules. Using (2.1), we find the particular 
values, say a, for which the irrep label [f - I, r l'''r q ] reduces 
to the null label 0. Since 0 is of "dimension" 0, the dimen­
sion formula for [f -1,r1'''Yq ] must reflect this vanishing 
by an if-a) dependency. For example, using (2.1) and 
(2.2), (2) is null for /=0 (i.e., ho = - 2, 
(2) = [ - 220] = - [I - 10] = [1 - 10] = 0) and for 

/ = 3 (i.e., ho = 1, (2) = [12] = - [12] = 0). Hence 
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1(2)lfocfif - 3). The numerical part can be obtained by 
taking a fixed value of/ for which (2) is admissible such as 
/=4. We know 1(2)14= 1[22]1 =2. This implies that 

1 (2)lf =/if - 3)/2. 
The Kronecker products of the irreps are usually ob­

tained using the inner multiplication of Schur functions ll
•
12 

(2.5) 

where (A. 1), (A. 2), and (A.) are partitions of the same integer/ 
and mt 0)., is the mUltiplicity of A. in the Schur function 
inner mUltiplication A.1 0 A.2• Tables of inner multiplication 
are to be found in Refs. 12 and 13. Again these results apply 
for a specified rank. Butler and King9 give a rank-indepen­
dent result based on the reduced notation 

(Y1)X(r2) = 2: «rti551Hr2/552H51 0 52» 
SSIS, 

= 2: m~,r, (r) , (2.6) 
r 

where "I", ".", and "0" are the Schur function operations of 
division, and outer multiplication and inner multiplication, 
respectively. Tables of these operatiqns are to be found in 
Ref. 12. The partitions 51 and 52 are restricted to being parti­
tions of the same integer by the inner multiplication. The 
result is valid for all/, however, to make an application to 
any particular Sf' we must use (2.2) and (2.1), by which the 
product can be given in standard partition form. As an ex­
ample ofthe use of (2.6) we give the following product: 

(12) X (2) = 2: «(12/551H2I552H51 0 52» 
SIS,s 

= 2:[ «(12/51H 2/52H51 0 52» 

+ «1I51H1I52H51 0 52»], (2.7) 

since 5 is restricted to being 0 and I, with (12/0) = 12, 
(12/1) = 1, (210) = 2, and (211) = 1. The terms (51 0 52 ) 
can range over only (0 0 0) = 0, (1 0 1) = 1, and 
(1202) = 1. Hence using (12/12) = 0, (2/12) = 0, and the 
other Schur function divisions given above, we have 

(l2)X(2) = (12.2.0) + (1·1.1) + (0.0.1 2) 

+ (1.1·0) + (0.0.1) 

= (212) + (31) + (13) + 2(21) + (3) (2.8) 

+ 2(12) + (2) + (1) . 

For 1> 7 this result needs no modification but for smaller 
values of/we have 

/=0: (0)x0= +0+0- (0) + 20 

+0+2(0) +0- (0) =0, 

/= 1: 0x - (0) = - (0) +0+0+2(0) 

+0+20- (0) +0=0, 

/=2: 0x - (1) = +0+ (0) +0+0 

- (0) + 20 - (1) + (1) = 0, 

/=3: (F)X0= +0+0+0-2(12) 

- (1) +2(12) +0+ (1) =0, 
(2.9) 
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/= 4: (12) X (2) = - (13) - (12) + (13) + 20 

- (2) + 2(12) + (2) + (1) , 

/= 5: (12) X (2) = + 0 - (21) + (13) + 2(21) 

+0+2(12) + (2) + (1), 

/= 6: (12) X (2) = + (212) + 0 + (13) + 2(21) 

+ (3) + 2(12) + (2) + (1) . 

Note the cancellation of terms, especially the multiplicity 
cases (12) and (21) for/= 4 and/= 5, respectively. Such 
results illustrate the point that the reduced notation and the 
modification rule (2.1) give a natural / dependence to the 
multiplicity separation problem. 

The symmetric groups contain two one-dimensional ir­
reps, the scalar irrep (0) = [fJ and the alternating or pseu­
doscalar irrep (11- I ) = [11]. These lead to symmetries 
within the group. The former is associated with complex 
conjugation symmetry; the scalar irrep always occurs in the 
symmetric part of the Kronecker square of any irrep, hence 
all the irreps are real orthogonal irreps. The latter gives rise 
to the transpose conjugate symmetry, which relates pairs of 
irreps [A.] and [1]. The partition (1) is obtained from (A.) 
by interchanging rows and columns of the Young diagram of 
(A.). The relationship is expressed by the Kronecker product 

[A. ] X [1/] = [1 ] 
or 

(r) X (II-I) = (r) . (2.10) 

From the second equation we note two points. The first is 
that the partition (r) is not the transpose conjugate partition 
of (r) in the sense that (1) is of (A.). The notatio~ used here 
is to denote that for each (r) there is one label (r) given by 
(2.10). Now, (r) can be obtained from (r) by the steps 

(2.2) (2.10) _ (2.2) _ 
(r) - [A.] - [A.] - (r), 

e.g., (2.11) 

(12)_[( _ 2,12]_[3,1/- 3]_(1/- 3) . 

TABLE I. Symmetric group properties. 

Notation: 
f-independent 0 1 2 12 

reduced (0) (1) (2) (12) 

standard ltl [f-1,1] [f- 2,2] [f-2,1 2
] 

Transpose 6 2 P 
conjugate 

The second point is that (2.10) is rank dependent. To ex­
press the transpose conjugate symmetry in a rank-indepen­
dent manner we shall denote the pseudoscalar irrep as 

(0) = (1/-1) = [1/] . (2.12) 

This emphasizes more clearly the one-dimensional nature of 
[ 11], and the symmetry derived from it, 

(r)x(O) = (r). (2.13) 

Butler6 has used a similar notation for the point groups. The 
transpose conjugate symmetry will be discussed further in 
Sec. VI. 

The final group information that we require is the 
branching rule for the group--subgroup chain S/::>S/t XSh. 

with/I + h = f In terms of regular partitions this is given by 
the outer multiplication of Schur functions involving the 
well-known Littlewood-Richardson rules 

[A. H L [Jl] X [A. IJl] = L m;v [Jl] X [v] , (2.14) 
IJ. lJ..v 

where [Jl] and [ v] label Sfi and S/2 irreps. The same branch­
ing rule can be expressed in a rank-independent form 

(r)~L (7JHrln'7J) = Lm~K (7J)X(K), (2.15 ) 
n'7 '7K 

where (71) and (K) are Sfi and S/2 irrep labels, and n is a one 
row partition whose integer values range between 0 and rl' 
For any particular ValUes/I andh, the modification rule and 
(2.2) may be necessary to convert this rank-independent 
result into standard partition form. For example, we derive 
the decomposition for irrep (2), 

(2)~L (71) X (2/(0 + 1 +2)'71) 
'7 

~L (7J)X«2+ 1 +0)171) 
'7 

~(0)X«2) + (1) + (0» 

+ (1)X«I) + (0» + (2)X(0). (2.16) 

p 2 i 6 
(1'-3) (21/ - 4 ) (1'-2) (1'- t ) 

[3,1/ - 3 ) [22,1/ - 4 ] [2,11 - 2] [1'] 

12 2 0 

Dimension 1 /-1 /(/- 3)/2 (/-1)(/-2)/2 (/-1)(/- 2)/2 /(/ - 3)/2 /-1 1 
Power of 0 1 2 2 /-3 /-2 /-2 /-1 

the irrep 

Triads and 3j phases 
0 0 0 0 + 2 2 1 0 + 12 2 2 0 + 
1 1 0 0 + 2 2 2 0 + 12 12 0 0 + 
1 1 1 0 + 2 2 2 1 + 12 12 2 0 + 
2 1 1 0 + 12 1 1 0 12 12 2 1 + 
2 2 0 0 + 12 2 1 0 ± 12 12 12 0 

Branching rules and transposition phases 
0 ~ + OXO 
1 ~ OXO + OXI + 1XO 
2 + OXO + OX1 + lXO + 1 X 1 + OX2 + 2XO 
12 + OX! + 1XO 1 X 1 + ox 12 + 12XO 
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TABLE II. The Sf 6j symbols. 

1 1 1 

0000 

2 1 1 

0000 

2 0000 

2 2 1 

0000 

2 0000 

2 0000 

2 2 0000 

12 1 1 

0000 

2 0000 

12 0000 

12 2 1 

0000 

2 0000 

2 0000 

2 0000 

2 2 0000 

12 0000 

12 2 0000 

12 2 2 

0000 

2 0000 

2 2 0000 

2 0000 

903 J. Math. Phys., Vol. 27, No.4, April 1986 

_-!./~-....:3=---_ 
+ C/-1)C/-2) 

C/-1)C/-2) 

P-3/+4 
+ N-l)C/- 2)C/- 3) 

lCE£ 
+ C/ - 2) "\j jiJC3) 

12 -71+ 8 I 1 

+ C/-1)C/-2)" N-3)C/-4) 

1 

+ C/-2)C/-3) 

2j3 - ISP + 281- 16 
+ N-l)C/- 2)C/- 3)C/-4) 

+ C/-l)C/-2) 

1 
+ C/-1)C/- 2) 

1 
+ C/-1)C/- 2) 

N-2)C/-3) 

1 I 1-4 
- C/-2)" N-l)C/-3) 

1 

C/-l)C/- 2)C/- 3) 

1 
+ C/-1)C/- 2) 

2P-7/+4 
+ N-l)C/-2)C/- 3) 

lCE£ 
+ C/-2) "\jN-3) 

+ C/_2)1C/_3) J I~ 1 

1 3 
- 9/2 + 201 - 16 

- N-IHf-2Hf-3)(f-4) 

- C/_l)1C/_2) ~ (f-3{C/-4) 
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TABLE II. (Continued.) 

12 0000 

12 2 0000 

12 12 1 

0000 

2 0000 

0000 

2 0000 

2 2 0000 

2 2 0000 

2 2 2 0000 

12 0000 

12 2 0000 

12 12 0000 

11 11 11 

0000 

2 0000 

2 2 0000 

12 0000 

12 12 0000 

We note two symmetries of the branching rules. If 

(r):Jm~K (7J)X(K), (2.17) 

that is, it forms a "ket branching," then we have forfl andJi 
large enough 

(r):J m~ (K) X (7J) , (2.18 ) 

and 

(y):J m~K (7J) X (K) , (2.19) 

where m~K = m~ = ~~K >0, as kc:t branchings. We must 
remember also that (r), (fJ), and (K) are not the transpose 
conjugate partitions of ( r), (7J), and (K), but must be ob-

904 J. Math. Phys., Vol. 27, No.4, April 1986 

-{12210} 1 ~ /-4 
(/-1)(/- 2) /(/- 3) 

+ 1 
(/-1)(/- 2) 

(/-1)(/- 2) 

+{l2210} ~ 
(/-1)(/-2) 

+ /-5 ~ 1 
(/-1)(/-2) /-3 

_{l2210}_1_ /1 
/-2"\j (/-1)(/-3) 

_ {12 21 O} 1 ~ /-4 
(/- 2)(/- 3) /(/-1) 

+{12210} 2/-3 ~/-4 
(/-1)(/-2)(/-3) / 

/2-7/+8 ~ 
(/-1)(/-2)(/-3) \j/(/-4) 

+ 1 
(/-1)(/- 2) 

1 
(/-1)(/-2)(/-3) 

+ 2/-7 
(/-1)(/- 2)(/- 3) 

+ ~ 
(/-1)(/- 2) 

+{l2210} 1 ~ 1 
(/-1)(/-2) /-3 

+{12210} 1 ~/-4 
(/- 2)(/- 3) / 

+ 1 r= 
(/-1)(/- 2) \j /- 3 

/-5 
(/-1)(/- 2)(/- 3) 

tained by (2.11). The symmetries originate from the trans­
position of the subgroups Sfi and Sf1 and the pseudoscalar 
irreps, respectively. We will return to give a fuller discussion 
of these symmetries with regard to 6j and 3jm symbols in 
Sees. V and VI. 

III. A GUIDE TO THE TABLES 

Table I summarizes all the group information of the 
symmetric group required for our calculation. The irreps are 
ordered according to the power of the irrep, defined as the 
smallest integer per) such that the p(r)th power of the 
primitive (or defining) irrep (1) contains (r). For those 
irreps of equal power, the ordering is fixed according to a 
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comparison of the parts of the two partitions, the one with 
highest part first. Note that in reduced notation p( r) = 1 if 
(r) is a partition of I. A conversion between our rank-inde­
pendent notation, standard labels, and the reduced notation 
is given along with the dimension formula, power, and trans­
pose conjugate label for each irrep. 

The Kronecker product rules are specified by means of 
triads. Thus (r 1 r zr 3r) forms a triad if the scalar irrep occurs 
at least r + 1 times in the triple product (r1) X (rz) X (r3)· 
We take the range of r to be initialized from zero. The triad is 
ordered according to the irrep order with highest first. Each 
ordered triad has an associated phase, the 3j phase, which 
gives the symmetry on reordering coupled products. These 
3j phases, {r1rZr3r}, are given in Table I. 

The branching table gives the reduction of those irreps 
of power less than 3. The reduction of the other listed irreps 
can be obtained using the transpose conjugate symmetry. No 
branching multiplicity occurs. The table also includes the 
sign of the transposition phase (see Sec. V.), which gives the 
symmetry on transposing the subgroup irrep labels of the 
associated ket branching (r ° 1J K), ° = O, ... ,m~K - 1. This 
sign is placed before each subgroup irrep label. 

The 6j symbol is a transformation coefficient related to 
recouplings between a set of six irreps by means of four triad 
couplings. The triads occur in the 6j symbol 

{r; r~ rl} 
r1 rz r3 r.r2r3r• 

in the order (r; rZr3r1)' (r1 ri r3rZ)' (r1r2 rl r3), 
(r; ri rl r4 ) • 

The 6j symbol is necessarily zero unless the six irrep and 
four multiplicity labels fulfill the four triad conditions. Sym­
metries are used to reduce the size of the table and so we need 
the following (we have used the reality and orthogonality of 
the symmetric group irreps): (i) invariance under even per­
mutations on the columns; (ii) column interchange symme­
tries, such as the (23) column interchange operation 

{
r; ri rl} {r; r3 ri} 
r1 r2 r3 r.r2r3r. = r1 r3 r2 r.r3r2r. 

X{r; r2r3r1Hr1 ri r3r2} 

X {r1r2 r3 r3Hr; ri r3 r4} ; 

(3.1) 
and (iii) the row-flip symmetries, such as the (23) flip oper­
ation 

{r; ri rl} = {r; r2 r3} (3.2) 
r1 rz r3 r.r2r3r. r1 ri r3 r.r3r2r. 

The phase in (ii) is the same for all interchanges. The 6j 
symbols of Sf are tabulated in Table II. The boldfaced type 
headings denote the top line of the 6j symbol and each subse­
quent entry denotes the possible lower line (three irrep and 
four multiplicity labels) and its corresponding algebraic for­
mula. 

The 3jm symbols 
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are also zero unless the top and bottom lines form triads of 
their respective groups, and the columns satisfy the ket 
branching criterion. Similarly symmetries are used to reduce 
the size of the table. These are as follows: (i) invariance 
under even permutations ofthe columns; and (ii) a possible 
sign change under odd permutations of the columns, the 
(23) operation being 

C' 
r2 r, )' 

°1 °2 03 
1J1K1 1J2Kz 1J3K3 .t 

C' 
r3 r,)' 

= °1 °2 °3 
1J1K1 1J3K3 1JzK .t 

X {r 1r2r3r H1J11J21J~HK 1KzK3t} . (3.3) 

The sign is the same for all such interchanges. Table III gives 
the tabulation of the 3jm symbols of S,:JS'I XS'z . The 
group triad is used as a header. Each subsequent entry gives 
the three allowed subgroup irrep labels, 1JK, and the corre­
sponding algebraic formula. 

IV. METHOD OF CALCULATION 

The building-up method used for the calculation of the 
6j and 3jm symbols (see Refs. 6, 14, and 15 for detailed ac­
counts) takes advantage of the "phase freedom" that occurs 
within the Racah-Wigner algebra and that follows from 
Schur's lemmas. The phase freedom describes transforma­
tions in the product and branching multiplicity spaces. In 
the multiplicity-free case this phase freedom reduces to a 
phase, hence the origin of the term. In the present calcula­
tion the symmetric group properties provide simplifications 
within the Racah-Wigner algebra. In particular all irreps 
are real and orthogonal. Therefore the 1j phase {r} is always 
+ 1, and the A -matrix and 2jm symbol, which describe the 

complex conjugation symmetry of 6j and 3jm symbols, can 
always be chosen to be the unit matrix 

~) = 8a'a • 

1JK 

(4.1 ) 

In our calculation no nonsimple phase irreps occur; the first 
are the irreps (21) = If - 3,2,1 ],»6. As a consequence the 
permutation matrix appropriate to the reordering of coupled 
products can be chosen diagonal: 

{Cr1r2r3}~ = 8~, 
c an even permutation, 

{1j'1r2r3}~ = {r1r2r3r} 8~ , 
7' an odd permutation, 

(4.2) 

where {r1r2r3r} takes the values ± 1. The transposition 
matrix associated with the transposition of the subgroup ir­
rep labels of S" and Sfi can also be chosen to be diagonal 

T(r,1JK)a'a = (r01JK)8a'a , (4.3) 

where (r01JK) is a sign factor ± 1 (see Sec. V). 
The 6j and 3jm symbols of the symmetric group can now 

be calculated recursively by building up from the trivial 6j 
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TABLE III. The S,::lS" xS,,3jm symbols. 

1 1 1 0 

OXO OXO OXO 00 + ~ ([_I)~_ 2)/J2 [f, - f21 

OXI OXI OXO 00 
j,(Ji - 1) 

([-1)([-2)J; 

OXI OXI OXI 00 + 
f([2-I)Ch-2) 
([-1)([-2)J; 

lXO lXO OXO 00 
([, -I)J; 

([-I)([-2)f, 

lXO lXO lXO 00 + 

2 1 1 0 

OXO OXO OXO 00 + 2N, -1)([2 -1) 
([ -1)([ - 2)([- 3)fJ; 

OXO OXI OXI 00 
'if, <./,. - I) 

f([-I)([- 2)([- 3)J; 

OXO lXO lXO 00 
1,IzCh-1) 

f([-l)([- 2)([- 3)/, 

OXI OXI OxO 00 
Ch -I)Ch - 2) 
([ - 2)([ - 3)J; 

OXI OXI OXI 00 
4J,([2- 1) 

f([-2)([-3)J; 

lXO lXO OXO 00 
<./,.-1)<./,.-2) 
([ - 2)([ - 3)J, 

lXO lXO lXO 00 
4<./,. - 1)J; 

f([ - 2)([ - 3)f, 

IX 1 lXO OXI 00 + 
<./,. -I)Ch - 1) 

f([- 3) 

OX2 OXI OXI 00 + J;([2 - 3) 
N-3) 

2XO lXO lXO 00 + 
f,([, - 3) 
N-3) 

2 2 1 0 

OXO OXO OXO 00 ~ 4([-1) 
- N-2)([-3)([-4)fJ; [f,-J;I 

OXI OXO OXI 00 + 2([,-1)([2- 2) 
([-2)([-3)([-4)f2 

OXI OXI OXO 00 ~ f2-1 
+ N- 1)([- 2)([- 3)([- 4)fJ'2 [217 + fJ; - Ji - 2f, + 2J;] 

OXl Oxl Oxl 00 +~ ([_I)([_2)J~~)1([_4)J;([2_2) [fJ;+f~-4f,-4f2+4] 

lXO OXO lXO 00 + 
2<./,. - 2) Ch - I) 

([ - 2)([- 3)([- 4)f, 

lXO lXO OXO 00 - ~ N- 1)([- ~lf~ 3)([- 4)fJ; [2f~ + fJ; - f~ + 2f, - 2f2] 

lXO lXO lXO 00 +~ ([_1)([_2)J,-~)1([_4)f,<'/"_2) [fJ;+f~-4.f.-4f2+4] 
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TABLE III. (Continued.) 

1 X 1 OXI lXO 00 
CJ; -1)<12 -1)<12 - 2) 
(j-1)(j- 3)(j-4) 

1 X 1 lXO OXI 00 
(jl -1)CJ; - 2)<12 -1) 
(j-1)(j- 3)(j-4) 

lXl IX 1 OXO 00 + 
(j-2)(jI-1)(I2-l) 

N-l)(j- 3)(j-4)/J; ifl -,hl 

1 XI 1 X 1 OXI 00 + 
(j- 2)(j1 -l)(j2 -l)(12 - 2) 

(j-l)(j-3)(j-4),h 

1 X 1 lXl lXO 00 + 
(j-2)CJ; -1)CJ; -2)(j2-l) 

(j-l)(j- 3)(j-4>11 

OX2 OXI OXI 00 + /J'2<12 - 3) 
(j-l)(j- 3)(j-4)(j2 -2) 

OX2 OX2 OXO 00 
2(j-2)!t(l2-3) 

N-l)(j-3)(j-4) 

OX2 OX2 OXI 00 + 
(j-2)(j2-1)(I2-3)<I2-4) 
(j-l)(j-3)(j-4)(I2-2) 

2XO lXO lXO 00 + /I(jl - 3>12 
(j-1)(j-3)(j-4)CJ; -2) 

2XO 2XO OXO 00 
2(j - 2)CJ; - 3)/2 

N-1)(j-3)(j-4) 

2XO 2XO lXO 00 + 
(j- 2)(j1 -1)(j1 - 3)(j1 -4) 
(j-l)(j-3)(j-4)(j1-2) 

12 1 1 0 

OXI OXI OXO 00 ~ ,h-l + (j-1)(j- 2) 

OXI OXI OXI 00 0 

lXO lXO OXO 00 ~ /1- 1 
- (j-l)(j-2) 

lXO lXO lXO 00 0 

lXl lXO OXI 00 + 
CJ; -1)<12 - 1) 
(j-1)(j- 2) 

OXI OXI OXI 00 + (j2 -1)<12 - 2) 
(j-1)(j-2) 

lXO lXO lXO 00 + (jl -1)(j1 - 2) 
(j-l)(j- 2) 

12 2 1 0 

OXI OXO OXI 00 + ~ 2(j1-1) 
N-2)(j-3) 

OXI OXI OXO 00 + (12 -1)(j2 - 2) 
(j-1)(j- 2)(j- 3)/1 

OXI OXI OXI 00 
(j-2)(j2- 1) 

N-1)(j-3) 

OXI 1 X 1 lXO 00 + 

OXI OX2 OXI 00 !t(j2 - 3) 

N-l)(j-3) 

lXO OXO lXO 00 + ~ 2(j2-l) 
N 2)(j 3) 
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TABLE III. (Continued.) 

lXO lXO OxO 00 + 
(/", - I}(/", - 2) 

(/"-I)(/"- 2)(/"- 3)h 

IXO lXO lXO 00 
(/"-2)(f.-I) 

I(/"- I)(/"- 3) 

IXO lXI OXI 00 + 
f,(/", - 1)(J; - I) 

I(/" - 1) (/" - 3)h 

lXO 2XO lXO 00 
(/", - 3)/2 

1(/"-1)(/"-3) 

IXI OXI IXO 00 

lXI lXO OXI 00 + 
(f. - I}(/", - 2)(J;-1) 

(/" - I)(/"- 2) (/" - 3)/2 

IXI IXI OXO 00 
I(/", -1)(/"2 - I) 

(/" - I)(/"- 3)/,t; 

lXI IXI OXI 00 
(f. -I)(/"2- I )(J;-2) 

(/"-I)(/"- 3)h 

IXI IX I IXO 00 + 
(/", -I}(/", - 2) (/"2 - 2) 

(/" - 1)(/"-3)/, 

OX!' OXI OXI 00 1'(/"2- 1) 
(/"-1)(/"-2)(/"-3) 

Ox 12 Ox2 OXI 00 
(/"2 - 1)(/"2 - 3) 
(/"-1)(/"-3) 

12XO IXO IXO 00 
(/", -l)h 

(/"-1)(/"-2)(/"-3) 

12XO 2XO IXO 00 + 
(/", -I)(f. - 3) 

(/"-1)(/"-3) 

12 12 1 0 

OXI OXI OXO 00 _~ (/"2- 1) 2 
(/" - I) (/" - 2) (/" - 3)/,t; [1, - 121 

OXI OXI Oxl 00 
1(/"2 - 1)(/"2 - 2) 

(/" - I)(/"- 2)(/" - 3)h 

IXO IXO OXO 00 + ~ (/", - 1) [2/ f, 
(/"-1)(/"-2)(/"-3)//2 2-') 

lXO IXO IXO 00 
I(/", -I}(/", - 2) 

(/" - I)(/"- 2)(/" - 3)/, 

IXI OXI IXO 00 
(/", - 1)/2 (/"2 - I) 

(/"-1)(/"-2)(/"- 3)/, 

IX I IXO OXI 00 
I,(/", - 1) (/"2 -1) 

(/" - I)(/"- 2)(/" - 3)h 

lXl IX I OXO 00 
(/", - 1)if, - 1) 

(/"-I)(/"- 2)(/"- 3) [f, -hI 

Ixi lxl OXI 00 
I(/", - 1) (/"2 - 1) (/"2 - 2) 

(/"-1)(/"- 2)(/"- 3)/2 

I X I I X I IXO 00 
I(/", - 1)(f. - 2) (/"2 - 1) 

(/" - I)(/"- 2)(/" - 3)/, 

ox 12 OXI OXI 00 
1'(/"2 -1)(/"2 - 2) 

(/" - 1)(/" - 2) (/" - 3)/2 
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TABLE III. (Continued.) 

Ox 12 ox 12 OXO 00 

Ox 12 Ox 12 OXI 00 

12XO IXO IXO 00 

12XO 12XO OXO 00 

12xO 12XO IXO 00 

and 3jm symbols and incorporating the symmetries given 
above. The basic procedure follows that used in numeric 16-20 
and algebraic5.21 examples. Therefore we give a brief outline 
only. Phase freedom still exists subject to certain restrictions 
imposed by the above choices (4.1 )-( 4.3). Such freedom 
allows a choice of the sign or phase or even magnitude of 
certain 6j and 3jm symbols subject only to the unitarity con­
ditions. Linear equations in the unknown 6j and 3jm sym­
bols, which have no phase freedom, are then generated by 
identities in the Racah-Wigner algebra, for example the Ra­
cah backcoupling relation, the Biedenharn-Elliott sum rule 
and the Wigner relation. Since the 6j symbols are indepen­
dent of the subgroup basis labels these are calculated first. A 
small set of 6j symbols for both group and subgroup are 
required in the Wigner relation to calculate the 3jm symbols. 

V. THE TRANSPOSITION SYMMETRY 

As mentioned earlier, the transposition symmetry arises 
as a consequence of being able to embed the two isomorphic 
direct product groupsSfl XSf2 andSh. XSfl in Sf' Thiscorre­
spondence is an inner automorphism of Sf and an outer au­
tomorphism for the subgroups. By requiring that the matrix 
representations of these two subgroups be identical, the sym­
metry can be described by a matrix T(Y,TJK), which is in­
dexed by only the branching multiplicity label a. This ma­
trix, which we call the transposition matrix, can be chosen, 
within the hierarchy of symmetries, to be diagonal. 22 In the 
particular case of the symmetric groups the diagonal entries, 
called transposition phases, satisfy 

(yaKTJ) = (yaTJK) * = (yaTJK) = ± 1 , (5.1 ) 

and are chosen such that they are rank independent. In the 
special case when TJ = K, the phases are fixed by the charac­
ter theory. Replacing the reduced notation labels by the 
standard labels we have 

(yaTJTJ) = ().,aJlJl) = _ 1 , 

if Il ® 2 contains 
the ath occurrence of A, 
if Il ® 12 contains {

+ 1, 

the ath occurrence of A , 
(5.2) 

where ® denotes the Schur function operation of outer 
plethysm.23 Even though the branchings in our calculation 
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2/;(/2 -1)(1; - 2) 
(/-1)(/-2)(/-3)J; 

+ 
/(1; -1)(/2 - 2)(1; - 3) 

(/-1)(/-2)(/-3)/2 

(/1 - 1) (/; - 2)J; 
(/ - 1)(/- 2)(/ - 3)/1 

2(/1-1)(/; -2)J; 
(/-1)(/-2)(/-3)/; 

+ 
/(/1-1)(/1-2)(/; -3) 
(/-1)(/-2)(/-3)/1 

are multiplicity-free, the values of the transposition phases 
can have a striking effect on the algebraic form of some 3jm 
symbols as we will show shortly. 

The transposition symmetry thus relates 3jm symbols of 
Sf~Sfl XSf2 and those of Sf~Sf2 XSfl (we distinguish the 
latter by a prime) : 

( 
YI Y2 Y3)' (YI Y2 Y3 )" 
a l a2 a3 = a l a2 a3 

TJIK I 'TI2K2 TJ3K3 st K ITJI K2TJ2 K3TJ3 st 

X (ylaITJIKI ) (Y2a2TJ~2) (Y3a3'T/3K3) . (5.3) 

Ifll =/2' the pair of 3jm symbols belong to the same groutr 
subgroup chain and with 'T/j = Kj> i = 1,2,3, the two 3jm 
symbols are identical. In such cases the product of transposi­
tion phases in (5.3) maybe - 1. The3jmsymbolmustthen 
vanish. Such vanishings force the appearance of the factor 
(/1 -/2) in the algebraic formula of the 3jm symbol. This 
can be seen with 

1 )0 
1 ~ 1 00 

(5.4) o 
1 X 1 

where the transposition phases are 

(12 0 1 X 1) = - 1 and (1 0 1 Xl) = + 1 , 

and the Sfl and Sf2 subgroup labels have been separated by 
"X." 

VI. THE TRANSPOSE CONJUGATE SYMMETRY 

As noted by several authors,2.24.25 the one-dimensional 
irreps of a group lead to symmetries in the Racah-Wigner 
algebra. For the symmetric groups, the pseudoscalar irrep 
(6) = [If] provides such asymmetry. In this section we 
follow to a large degree the work of Ford and ButlerS but 
note that for the symmetric groups they consider only the 
embedding Sf ~ Sf _ 1 X S I' Their results are extended to the 
general case Sf~Sfl XSh. (see Ref. 26), but for our present 
purposes we give only results that pertain to nonsimple 
phase irreps and multiplicity-free products and branchings. 
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To describe the transpose conjugate (or "tilde") sym­
metry we define two special matrices, the A-matrices, 

A(rlr2r3),'r = Irl,r21 1/2 {6 
r3 r3} , 

rl r2 r2 OrlO 

(6.1 ) 

(

0 r 112 

A(r,1]K)o'o = I-I 0 
1]K 00 

a' 
r)O 
:K 00 1]K 

which can be seen to be similar to the trivial 6j and 3jm 
symbol, although the one-dimensional irrep is placed to the 
far left as opposed to the right for the trivial6j and 3jm. This 
is because the power of (0), f - 1, is the largest of all the Sf 
irreps and the ordering of the 6j and 3jm symbols in the 
tables is based on the ordering ofthe triads. For our present 
calculation the A-matrices take a simple form 

A(rlr2r3)OO = {-,rlr2r30}, 
A(r,1]K)oo = (-,y01]K) . 

(6.2) 

The symmetries of the 6j and 3jm symbols imply the follow­
ing constraints on the A-phases {-,rlr2r30} and 
( -,y01]K): 

(-,rlr2r30) = ± 1 , 

{-,rlr2r30H -,rlr2r30} 
= {rlr2r30Hrlr2r30HOr3r30} , 

{-,rIY3Y20} = {-,rlr2r30}, 
(-,y07]K) = ± I, (6.3) 

(-,y07]K) (-,y07]K) = {OryOH0711]OHOKKO}, 

(-,yOK1])( -,y07]K) = (roiiK)(y07]K) . 

Unlike the 3j phase, the A-phase {-rlr2r30} is in general 
dependent on the order of the irrep arguments. Using Eqs. 
(4.1) and (5.1) of Ref. 25 and the above, we obtain the 
transpose conjugate symmetry of the multiplicity-free 6j and 
3jm symbols 

{ri r~ ri} 
rl r2 r3 0000 

{ri r~ ri } - - - - - - } = {orlrlOHor2r20Hor3r30 
rl r2 r3 0000 

x{-,ri r3r20H-,r~ rlr30H-,ri r2rlO} 
X{ri r2r30Hrl r~ r30Hrlr2 riO}, (6.4) 

C' 
r2 r, )' 

71~KI 
0 

1]~K3 00 71~2 

C' r2 r, )' - 0 0 
1]~K3 00 1]IKI 1]~2 

x (-,rl01] IKI ) (-,r201]2K2) 

x {-,r3rlr20H-,1]31]11]20H-,K3KIK20} . (6.5) 
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TABLE IV. The A-phase constraints. 

Phase constraints for I = 4 

{-,1110}= -{oi 10} 

{-,21 1 O} = - {O i 10} 

{-y 110}= -{oi 10} 

{-,12210H-,1210}= -{1210} 

{-,11220H-,11120H-,1210}= +{0220} 

{_,212 1 OH-,1 1 12 O} = - 1 

{-,21120H-,11120} = -1 

{_,12 12 10H_,11120}= -{oi 10HoF120} 

{_,112 120} = + {O F 120Hi F 1 O} 

{_,12 1120H_,12 12 1 OH_,112120} = -{a i 10} 

{-, 12 12 12 O} = - {o F 12 OHi2 21 oH1 122 O} 

Phase constraint for I = 5 
{_,12 12 12 o} = {o F 12 o} 

Phase constraints for alll 

{-,OOOO} = + {OOOO} = + 1 

{-,1100}={-,1010}={-,0110}= +{oi 10} 

{-,2200}={-,2020}={-,0220}= +{0220} 

{_,121200}={_,120120}={_,012120}= +{OF120} 

(-,0000) = + 1 for all (fJ;) 

(-,1001)(-,1000) = {-1 for (fJ;) = (1,2) 
+ 1 for (fJ;) = (1,3),(2,2) 

(-,2000)( -,1000) = - {-,12 1 O}I for (fJ"2) = (2,2) 

(-,2001)( -,1000) = - {-12 1 O}I for (fJ"2) = (1,3) 

(-,201 1)( -,2 0 0 0) = - 1 for (fJ;) = (2,2) 

(-yo 01)(-,1001) = + {-,1 121 O}I for (fJ;) = (1,2), (1,3), 
(2,2) 

( _,1 2 0 1 1)( -,1 0 1 0) = + {-, 1 12 1 O} I for (f J"2) = (2,2) 

(-,120012)(1,3) (-,1'001)(1,2) = + (-,12001)(1,3) (-1001)(1.2) 

The transposition symmetry gives the following constraint 
(-,yOK1J)(-,y077K) = (OOOO)(r 0 17K)(y 0 77K) for all (fJ;). 

We call the 6j and 3jm symbols appearing on the left-hand 
side as being "tilded." By using the row-flip symmetry of the 
6j symbol to place one of the four triads at the top, four 
different tilded 6j symbols can be obtained from just one 6j 
symbol. Similarly employing the even permutational sym­
metry of the 3jm symbol, three different tilded 3jm symbols 
can be obtained from the one 3jm symbol. Such tilded sym­
bols have the same f dependence though a sign difference 
may occur. Thus Eqs. (6.4) and (6.5) can be used to expand 
on the size of Tables II and III, respectively. Since we have 
considered only irreps up to power 2, the four tilded 6j sym­
bols and the three tilded 3jm symbols are always distinct for 
/>6 from their "untilded" 6j or 3jm symbols. However for 
f < 6, the tilded symbol may be equivalent to a symbol al­
ready listed in the table. During the calculation of the listed 
6j and 3jm symbols, phase freedoms were made such that 
phase consistencies are achieved between such "tilde" and 
"untilde" 6j and 3jm symbols. These considerations lead to 
constraints placed on the sign of the A-phases for f < 6. 
These phase constraints are presented in Table IV. We note 
that some A-phases arel-dependent, for example, 
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{-,OllO} = {OlIO}, 

but for 

/=3, {OI10}={I 321210}= -I, 

and 

/= 2, {OliO} = {122120} = + 1 . 

In general it is not possible to make phase choices such that 
the A-phases are/independent. 

VII. THE SCHUR-WEYL DUALITY SYMMETRY 

Many authors have studied the connection between the 
symmetric groups and the unitary groups. For a review and 
the terminology used in this section, we refer the reader to 
Refs. 27 and 28. The important results established from this 
connection, which we call the Schur-Weyl duality, are rela­
tions between certain transformation factors of the symmet­
ric groups and those of the unitary groups. Two relations 
that concern us here can be summarized as follows: (i) Sf 
recoupling factor~UplP>l'3 resubduction factor, and (ii) 

Sfl +12 coupling factor ~UpIP2 coupling factor. The full 
expression of these relations is contained in Eqs. (4.4) and 
(4.10) of Ref. 28. In the multiplicity-free cases these rela­
tions reduce to the following (here we assume the use of 
standard partition labels) : 

(A OA,A23(OA~3) IA 0A'2(OA,A2)A3)pIP>l'3 

= (Al(A~3)0A23'OA I (A 1A2)OA l2,A3,OA )f 

X DpIP23 (A,A)A23)*Dp>l'3 (A23,A~3)* 

X DPI>l'3 (A,Al~3)DpIP2 (A l2,A ,A2) , 

f.L v f.LV 

= 

o 0 0 
A 
o 

AIA2 A,A2 

A)A2 A,A2 
00 0 

A 
o 

f.LV f.LV 

XDpIP2 (f.L,f.LJlL2) *DpIP2 (v,v,v2) *Dpl (f.L,v,,A,) * 

XDP2 (f.L2V2,A2)*Dp (f.LV,A)DpIP2 (A,A2,A) , 

(7.1 ) 

(7.2) 

where D. ( ... ), called duality factors, are in general indexed 
by multiplicity labels and relate symmetric group and uni­
tary group phase freedoms. Moreover the duality factors 
Dp!P2 (A,A,A2) are zero unless (A,A~r) forms a triad for Sf 
and (AaA,A2 ) forms a ket branching for U ::> U xU P PI P2' 
Similarly Dp (f.LV,A) is zero unless (Aaf.Lv) forms a ket 
branchingforSf::>Sfl XSf2 and (f.LVA *r) forms a triad in Up. 
When these conditions are satisfied, the duality factors are 
elements of a unitary matrix, which in the multiplicity-free 
case reduces to a phase. This phase can be chosen to be unity. 
Inspecting Eqs. (7.1) and (7.2) we see that the left-hand 
side is independent of the symmetric group while the sym­
metric group recoupling and coupling factors are clearly in­
dependent of the unitary group. This point makes these rela­
tions powerful as a means of determining the unitary group 
transformation factors that appearin (7.1) and (7.2). Using 
now the relation between the recoupling and coupling fac­
tors with the more symmetrical 6j and 3jm symbols, respec­
tively, the unitary group transformation factors can be writ­
ten 

(A 0A,A23(OA~3) IA OAI2(OAIAz}A3) PIP>l'3 

= [IA,~z3If]1I2 {A A23 A,} 
f A2 Al2 A3 0000 

X{AA2010}f{A~z030}f ' (7.3 ) 

(7.4 ) 

(the unity choice for the duality factors is assumed). Com­
bining the algebraic formulas for the symmetric group 6j and 
3jm symbols with Eqs. (7.3) and (7.4), we can then obtain 
algebraic expressions for certain unitary group resubduction 
factors and 3jm symbols that are labeled by irreps {j}, 
{j - l,t}, {j - 2,2}, and {j - 2,lZ}. In addition the trans­
pose conjugate symmetry extends the list of these unitary 
group transformation factors to include those with labels 
{If}, {2,lf - 2}, {2,2,lf - 4

}, and {3,lf - 3}. We illustrate 
this method in the following way: 

({j - 2, 12}O{j - l,t}{j - 2,2}(O{j - l,t}{j - l,t}) l{j - 2, 12}O{j - 2,2}(O{j - l,t}{j - l,t}){j - l,t})PIP>l'3 

{
[f-2,t2] [f-2,2] [f-l,l]} 

= f [f - 1,1] [f - 2,2] [f - 1,1] 0000 

X [I [f - 2,2] 1,1 [f - 2,2] I F/2 X{[f - 2,lZ] [f - 2,2] [f - 1,l]O}f{[f - 1,1] [f - 2,2] [f - 1,l]O}( 

_ /-4 /(/-3) {2 1/-4 Z - + /(/-2) (/-3)' 2 . [f-2,1 ][f-2,2][f-1,1]O}f=T' /-2 {(1 )(2)O}, 
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x ~(P ....... I ....:.,.+.::..../_-_3.:-)! _....::..1_-_3_ - PI· 
(PI - 2)! (/ - 1)!2! 

(P2 +1- 2)! . 1- 1 . 
(P2 - 2)! I! 

(p - 2)! 

(p+I-3)! 
(/ - 1)!2! 

(/- 3)p 

Up ( {f -02,2} )(/1 _ hJ . 

U U {f - 1,2}{f - l,n 
PI P'l 

__ --'(/'----_2.;...) __ (PI +1- 3)! (P2 + 1- 2)! (p - 2)! 
(/-4)P2·1J;·2·f! (PI- 2)! (P2-2)! (p+I-3)! 

VIII. CONCLUDING REMARKS 

In presenting the tables of the symmetric group 6j and 
3jm symbols, we have demonstrated that an algebraic ap­
proach to their determination can be performed. Clearly 
such an approach is preferrable not only in saving space in 

presenting tables but also in showing the explicit rank depen­
dence and vanishing of the 6j and 3jm symbols. In some 
circumstances a partial understanding of these vanishings 
can be given and may be connected to either the transposi­
tion symmetry or the transpose conjugate symmetry or even 
the modification rules of the irrep labels themselves as sug-

TABLE V. The Ss:JAs embedding. We use thef-independent notation throughout. 

Branching Rules 
o l 0 
6 l 0 

1 l 1 
ill 

2 l 2 
2: l 2 

Note that 12 is self-conjugate in Ss, i.e., j2~ 12. Butler's notation for the icosahedral group irreps differs: 
J-independent 0 1 2 
Butler 0 3 2 

3jmSymbols 

C
2 e 0 or (~ 2 

2r 0000=+1 =0 
1~ 2 2 0 

G 
1 

or (~ 2 
2r 

( 12 
= + 1 

2 
= + 1 12 00 2 I + 

G 
1 T C2 1 

Ir = +.!.. 
( 12 

= + 1 12 12_ 1 0 + 1 0 2 

(~ 1 T C2 1 
lr=+.!.. 

( 12 
= + 1 

I~ F_ 1 0 102 

G 2 
or C2 2 

lr=+..!. 
( 12 

= + 1 12 2 12 2 00 + I 0 2 + 

(~ 2 T =0 C2 2 
lr = +.!.. 

( 12 
2 1 0 12_ 2 1 0 2 F_ 

G 2 T C2 2 2
2): = - ~ 2 

= + 1 12 2 1 I + 

912 J. Math. Phys .• Vol. 27. No.4. April 1986 

12 
+ 
I 

2 or = _.!.. 
2 2 0 2 

I: 0 r = +.!.. 
1 + 0 0 2 

12 
°r=+.!.. t>_ 0 0 2 

t> 
lr=+.!.. 12 

+ 102 

12 
1
2

2 r=_..!. 
12 

+ 1 + 0 2 

12 
12 r = -.!.. 

1~ F_ 0 2 
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gestive of the determination of the dimension formulas. Such 
symmetry considerations may give the algebraic form of the 
symmetric group 6j and 3jm symbols given the irrep label 
constituents. However, more study is required to fully un­
derstand and draw out these connections. 

Although our calculation has only considered nonsim­
pIe phase irreps and multiplicity-free 6j and 3jm symbols, the 
method employed can be applied to the more general cases as 
exemplified by the numerical examples17

-
20 and the algebra­

ic example of the unitary groups.21,22 With a table of such 
symmetric group 6j and 3jm symbols, the relationship via 
the Schur-Weyl duality with the unitary groups can be ex­
plored further, as can the relationship with other compact 
continuous groups,29 

The tables have been checked with numerical tables pro­
duced by Butler,s The symmetric group S4 is isomorphic to 
the tetrahedral group Td , while Ss contains the alternating 
group As, which is isomorphic to the icosahedral group, Our 
6j formulas agree with the corresponding 6j symbols to with­
in phase choices, In the Ss case, the 6j symbols of Ss and 
those of As are related by the Wigner relation (see Butler6

, 

Eq. 3.3.29), which requires some Ss:JAs 3jm symbols. 
These are given in Table V. The group reduction Td :JC3v ' 

which is isomorphic to S4 :JS3 XS1, was used to give a check 
ofthe 3jm formulas. 
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Two simple prescriptions are given for obtaining sets of orthogonal bases for semisim~le Lie . 
algebras. The first method allows one to obtain the irreducible rep~esentations of ~ll the sl1Il.p~e Lie 
algebras, starting from SU (2) and Dynkin's method for constructmg representabons from simple 
roots and highest weights. The second method relates algebras of the s~me rank. Several ex.a~ples 
are discussed. A method is given for listing the bases that may be obtamed from the prescnpbons. 

I. INTRODUCTION 

The purpose of this paper is to present two straightfor­
ward prescriptions for constructing orthogonal bases for 
complex semisimple Lie algebras. One of the goals is to pro­
vide tools useful for treating the exceptional groups Es, E7, 

E6, F4, and G2; recent developments in string theory imply 
that some of these groups may be important in particle the­
ory. Different bases are useful for different models, or differ­
ent symmetry-breaking schemes. Therefore, our aim is not 
to exhibit two or three bases for each group, but rather to 
present prescriptions that may be used to construct bases 
with different desired properties. 

The most successful general procedure for constructing 
irreducible representations of simple Lie algebras is based on 
techniques introduced by Dynkin in the 1950's. I If these 
techniques are used with a specific orthogonal basis, the ease 
of calculation depends not only on the general nature of the 
basis but also on the choice of simple roots, which depends 
on the definition of positivity. One advantage of our proce­
dure is that the simple root sets are easy to handle. 

The first prescription is developed and illustrated in 
Sees. II-V. The method is constructive; one may obtain the 
roots and representations of all simple Lie algebras with no 
prior knowledge except the properties of ~U(2) and .Dyn­
kin's method for constructing representatlOns from simple 
roots. The second prescription is developed and illustrated in 
Sec. VI. In Sec. VII methods are given for listing all the bases 
that may be constructed from these prescriptions. Of course 
some of the resulting bases are familiar. However, some are 
not familiar. 

Dynkin introduced two nonorthogonal bases. These are 
not needed to apply the prescriptions of this paper. However, 
they are used to prove the validity of various parts of the 
construction procedures. 

II. THE EXTENSION PRESCRIPTION 

We give here a prescription for extending an orthogonal 
basis of a semisimple Lie algebra of rank n to a basis for an 
algebra of rank n + 1. The terms and concepts used may be 
found in standard references.2

-
5 One starts with any orthog­

onal basis for the original algebra H. Positivity is defined by 
the criterion that a weight vector is positive if and only if its 
first (starting from the left) nonzero component is positive. 
The roots are the weights of the adjoint representation. A 
simple root is a positive root that cannot be written as a sum 

of positive roots. One determines the n linearly independent 
simple roots of H. 

Next one considers some irreducible representation of H 
other than the adjoint, and finds the most negative weight 
vector W _. If the ratio of the length of W _ to the relevant 
root length L satisfies the inequality 

IW_ILI«IIM)I/2, (2.1) 

where M is a positive integer, then root systems for at least M 
different algebras of rank n + 1 may be constructed. If His 
simple the relevant root length is the length of the shortest 
simple root of H that is not perpendicular to W _. The defini­
tion of L for semisimple (but not simple) algebras is post­
poned to Sec. IV. A new orthogonal dimension is added to 
the original n dimensions; the component of the new dimen­
sion is placed on the extreme left. The roots of H have zero 
components in the new dimension. A new root is formed by 
placing the components of W _ in positions 2 to n + 1, and 
adding to this vector a positive first component of magnitude 
[( IIM)L 2 _ W2_ ] 112. If M> 1, one may follow this pre­
scription for M and also for all smaller positive integers. The 
new set of n + 1 vectors are the simple roots for a Lie algebra 
of rank n + 1, using the same definition of positivity. 

If M> 1, the above procedure is called the "short-root 
procedure." An alternate, "long-root procedure" is to deter­
mine the new root as discussed above, and then multiply it by 
M. This procedure also generates a Lie algebra, generally 
different from that obtained by the short-root procedure. 

Before demonstrating the validity of these rules, we il­
lustrate the method for the case where H is SU (2). In order 
to be consistent throughout the paper we always normalize 

so that the longest root of His oflength .j2, even though this 
is not the natural normalization for the SU(2) case. The 

simple root (state ofj = jz = 1) is.j2. Only spin-O and spin-! 
states are short enough to be used in the extension. Clearly, 
the spin-D representation may be used to generate 
SU (2) ® SU ( 2 ) . If the spin -~ representation is used, 

W _ =.j2( - !>. This satisfies Eq. (2.1) withM = 1,2, or 3. 
Since there are only two roots in the extended system, the 
short- and long-root procedures are equivalent, so we con­
sider only the short-root procedure. The extended root sys­
tems of M = 1,2, and 3 are, respectively, 

.j2{0 n, .j2{0 n, .j2{0 n, 

.j2{(V I/2 _!}, .j2{! _!}, .j2{(n)I/2 _!}. 
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If one classifies these three pairs of vectors by the symbol 
(M I/2,B), where MI/2 is the length ratio and B the angle 

between the vectors, the results are (1, 120"), (.,fi, 135°), and 

(./3, 150°). These are the magnitude and angle relations re­
quired for simple root sets of the algebras SU (3), B2, and G2, 

respectively.4,5 
Next, we will prove that the short-root construction 

procedure is always valid. (Extending the proof to the long­
root case is not difficult.) We call two roots "connected" if 
they are not perpendicular. Dynkin's classification theorem 
may be stated in the following way: a set of vectors R, may be 
taken as the simple roots for a semisimple Lie algebra if and 
only if the following three conditions are satisfied. 

(i) The vectors are linearly independent. 
If two vectors R I and R2 are connected, and if R2 is not 

longer than R I' then 
(ii) (R ilR r) = 11M, 

where M is a positive integer, and 
(iii) RI . R2 = - R r/2· 

In practice, M < 4, because if M > 4, condition (iii) is impos­
sible, and if M = 4 the vectors are linearly dependent.6 The 
phrase "may be taken as the simple roots" needs clarifica­
tion. One may have a criterion for positivity such that the set 
of vectors are not all positive. One could still use these vec­
tors to generate a Lie algebra, but the simple roots would not 
be the original roots. However, one can always redefine posi­
tivity in such a way that the original vectors are all positive, 
in which case they are the simple roots. 

The construction is such that condition (ii) is satisfied 
explicitly. Furthermore, since the added root is the only one 
with a component in the added dimension, linear indepen­
dence of the original roots guarantees the linear indepen­
dence of the extended root set. Thus the validity demonstra­
tion reduces to showing that condition (iii) is satisfied by the 
new root. The two nonorthogonal bases of Dynkin will be 
used for this purpose. We list below some properties of these 
bases.7 

The components OJ of a vector (a) in the dual basis are 
defined by writing (a) as a linear combination ofthe simple 
roots R j , i.e., 

a = ~ O· .2.. R .. 
~ I R2 I 

I j 

(2.2) 

It is seen from this equation that the dual-basis components 
of a simple root Rj are 

(Rj)j=c5jj(Ri/2). (2.3) 

The components of the vector (a) in the Dynkin basis are 
denoted by aj' They may be determined from the dual com­
ponents by 

a· = ~ o . .2..A .. , 
J ~ 'R 2 IJ 

I j 

(2.4) 

where A is the Cartan matrix, with elements 

Aij = 2Rj . R/R J. (2.5) 

Since the two bases are dual to each other, a dot product is 
written most simply by expanding one vector in each basis, 
i.e., 
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a ·b= La))j' (2.6) 
j 

Dynkin has shown that the indices a j for all weights in all 
irreducible representations (irreps) are integers. The Dyn­
kin indices of the most positive weight W + of an irrep are 
non-negative integers; these are used to denote the represen­
tation. Thus, from Eqs. (2.6) and (2.3), 

- R~ 
W+ .Rj = ~aj(Rj)j = arf. (2.7) 

The basic irreps rpk are those with Dynkin indices, 

a j (W +.k) = c5jk , (2.8) 

where W +.k' the highest weight of rpk' is called a basic 
weight. For the basic weights, Eq. (2.7) reduces to 

(2.9) 

This is called the basic weight equation in later sections. 
The conjugate of a weight vector is the negative of the 

vector. The irrep conjugate to rp (denoted by r/f) is such that 

W_(t/!) = - W+(r/f), (2.10) 

where W _ is the most negative weight of the representation. 
We now return to the justification of the extension pro­

cedure. If the algebra H is simple it can be shown that the 
only irreps with sufficiently short W _ to satisfy Eq. (2.1) 
are the basic irreps; if His semisimple (Sec. IV) the only 
irreps with sufficiently short W _ are direct products of basic 
irreps. In either case the Dynkin indices are all zero or one. 
The Dynkin indices of the conjugate representation must 
also be zero or one. It follows from Eq. (2.10) that the Dyn­
kin components of W _ are all zero or minus one. The W _ is 
connected to a root Rj only if the index aj of W _ is minus 
one, in which case Eqs. (2.6) and (2.3) lead to the result 

W_ .Rj = -RJI2. 

If W _ is extended by the short-root procedure to an orthogo­
nal dimension, the dot product is unchanged and the new 
root is not longer than the connecting old root, so condition 
(iii) is satisfied. 

The simple roots of H are positive. By construction, the 
new root is positive. Hence, the new root set are the simple 
roots of a new algebra, with an unchanged definition of posi­
tivity. This completes the demonstration. 

III. OUTLINE OF SOME EXTENSIONS OF SIMPLE 
ALGEBRAS 

In this section we outline the construction of some ex­
tension bases. Two specific examples are discussed in detail 
in Sec. V. Many authors have listed sets of useful orthogonal 
bases for Lie algebras.8 If positivity is defined appropriately, 
some of these coincide with bases obtainable from the pre­
scriptions of this paper. 

For convenience we list the Dynkin diagrams for the 
four infinite Cartan classes and the five exceptional simple 
algebras in Fig. 1. The root-numbering conventions of this 
paper are shown in the figure. 

We introduce some convenient terminology. The length 
of an irrep is defined as the length of the longest weights in 
the representation. (This is the length of W+ or W_.) A 
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1 2 3 n-I n 
An 0----0---0- .. -0----0 

1 2 3 n-I n 
Bn 0------0--0-- ... --< ) • 

1 2 3 n-I n en. • • . .. __ () 

1 2 3 ---«-2 n-I 
On 0---0---0- ... 

n 
1 2 

G2~ 
1 234 

F 4 o-----a:::::::: • 

~ 
2 3 4 5 

Ea 
1 2 3 4 5 6 7 

FIG. 1. Dynkin diagrams for simple Lie algebras. Black circles represent 
shorter roots. 

short irrep is one that is shorter than the relevant root length. 
An equal-magnitude representation is one in which all 
weights have the same length. An equal-magnitude algebra 
is one for which all nonzero roots have the same length. 

A. Extending SU(nJ 

Since every simple Lie algebra except F4 may be ob­
tained from a one-root extension of some SU(n), SU(n) 
bases are particularly useful. We list here some basic proper­
ties of SU (n) quarks. We label specific quarks by the early 
letters a,b,c, etc., and use q,r,s, etc. to refer to general quarks. 
SU(n) quarks may be defined as a set of n vectors of equal 
length in an (n - 1) -dimensional Euclidean space subject to 
the conditions that the angles between all quark pairs are the 
same, and that the sum of the n different quark vectors is 
zero. These conditions determine that the ratio (q . r)lq2 is 
equal to - lI(n - 1), where q and r are any two different 
quarks. If the vector set is normalized so that the nonzero 

roots (qr) are of length ..ji, then the quark and antiquark 
lengths and dot products are given by 

q2= (n-1)ln, q·r= -lin, q= -q. (3.1) 

Although the quarks are not orthogonal, Eq. (3.1) is so sim­
ple that it is convenient to write representation weights in 
terms of the quarks, using a specific orthogonal basis only 
when necessary. From Eq. (3.1), the dot products of quarks 
and roots are 

q. (qr) = 1, r· (qr) = - 1, s· (qr) = 0, (3.2) 

where q,r, and s are any different quarks. 
We label the quarks a,b, etc. according to positivity, 

with a the most negative quark. The positive roots are those 
whose antiquark label is an earlier letter than the quark la­
bel, i.e., (db). The simple roots are those with adjacent let­
ters. The Dynkin diagram is shown in Fig. 2. 
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01--...... 01--...... 01---0- ... 
- -be cb de ed 

FIG. 2. Some simple SU (n) roots and their connections. 

A few comments concerning this result are in order. 
Positivity may be defined in many different ways. However, 
it would not be sufficient to assign the quarks different real 
numbers, arbitrary except for the requirement that the sum 
of the numbers is zero. If this were done it might occur that 
two different nonzero roots had the same positivity, in which 
case the definition would not be legitimate. The point of the 
result of Fig. 2 is that if the positivity definition is legitimate, 
all one needs to know is the ranking of the quarks in order to 
determine the simple roots and construct the irreps. The ba­
sic reason for this apparent paradox is that in the construc­
tion procedure, there is no significance to the relative positi­
vity of two weights, unless one may be obtained by adding 
one or more simple roots to the other.9 

Any irrep with a Dynkin index larger than one has states 
containing two or more identical quarks and so is not a short 
representation. We may limit attention to the basic irreps, 
totally antisymmetric states of quarks, or of anti quarks. 
These are all equal-magnitude irreps. The length-squared of 
an antisymmetricj-quark state isj(q2) + j(j - l)(q . r). If 
we use Eqs. (3.1) we obtain the result 

Ithl = ItPn-jl = [j(n _j)lnjI/2. (3.3) 

Iftheantisymmetric quark state (rs··· ) contains the rands 
quarks but not the q quark, its dot product with the roots is 

(rs.· . ) . (qr) = - 1, (rs· .. )· (rs) = 0, etc. (3.4) 

We number the roots from the left in Fig. 2 and illustrate 
this convention by considering the antisymmetric two-quark 
and two-antiquark states of SU (5). The highest weights in 

these two irreps are (de) and ( ab ). It may be seen from the 
basic weight equation, Eq. (2.9), and from Eqs. (3.4) that 
these are the highest states of tPn _ 2 and tP2' respectively. 

We now list the possible extensions ofSU(n) for n>3. 

The relevant root length is..ji. Clearly, extending SU(n) by 
using the identity representation yields SU (n) ® SU (2). In 
future examples we will not consider this obvious type of 
extension. If one uses the quark representation tPn _ l' the 
lowest state is (a), which connects to the first root of Fig. 2. 
Since the quark length is [(n - 1 )In] 1/2, the M values al­
lowed by Eq. (2.1) are 1 and 2. If one uses the M = 1 proce­
dure, the resulting algebra is SU(n + 1). The M = 2 short­
and long-root procedures yield, respectively, B n and en (see 
Ref. to). 

Next we consider the antisymmetric states tPj and tP n _ j' 
wherej> 1. We avoid duplication by requiring that n>2j. In 
the case j = 2, the lowest state of tP n _ 2 is (ab). It is seen from 
Eq. (3.4) that this connects only with the second root (cb) 
of Fig. 2. FromEqs. (3.3) and (2.1), only M = 1 is possible. 
The algebra generated is D n [SO (2n ) ] . 

The lowest state of tPn _ 3 is (abc), which connects only 
to the third root (dC) in Fig. 2. The ratio M must be one. 
From Eq. (3.3), the lengths ofthe W_ for SU(6), SU(7), 
SU ( 8 ) , and SU (9) are, respectively, 
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(V I/2 , (¥)1/2, (lj)If2, and.j2. Thus, this type extension of 
SU(9) cannot be made; the other three cases yield E6, E7, 

andEs· 
Ifj> 3 and n>2j, the length given by Eq. (3.3) is never 

less than .j2, so no extension is possible. 

B. Extending Dn 

We use a standard orthogonal basis for Dn [SO(2n)]. 
The nonzero roots have two nonzero components, each of 
unit magnitude, and the weights of the vector representation "'I have one nonzero element, of unit magnitude. We use the 
symbols 1 + 3 + and 1 + 3 _ to denote the roots with compo­
nents 1 0 1 ... and 1 0 - 1 ... , and the symbols 1 + and L 
to denote the vector states 1 0 0 ... and - 1 0 0 .... In the 
basic spinor representations", n _ I and '" n' each component 
is either ~ or -~; we use only the + and - signs in the 
weight symbols. These two irreps are distinguished by the 
sign of the product of all the components. We use SO ( 10) as 
an example. It may be shown that the simple roots are 1 + 2 _, 
2+L, 3+4_,4+5_, and 4+5+. The lowest weights of the 
two spinor irreps are (- - - - +) and (- - -
- -). 

The smallest D n that is different from an SU (l) or pro­
duct of SU(l)'s is D4• For any Dn with n>4, only M = 1 
extensions are possible. Extending with the vector represen­
tation yields D n + I in the standard basis and so is not very 
useful. For Ds, D6, and D7, the length-squared of a spinor 
representation is i,~, and I, respectively. Extending with 
these representations yields the algebras E6, E7, and Es. 

C. Extending Bn. with n>2 

For Bn [SO(2n + 1)] there is a standard orthogonal ba­
sis that is similar to that of D n' We illustrate with the specific 
case of B3• There are twelve long roots (± 1 ± 10), 
( ± 10 ± 1), and (0 ± 1 ± 1), and six nonzero short 
roots ( ± 100), (0 ± 1 0), and (00 ± 1). The vectorrep­
resentation "'I has one zero weight, and six other weights 
that are equal to the six short roots. The eight spinor states 
( ± ~, ± ~, ± ~) are all in the same irreducible representa­
tion. In the notation of the preceding subsection the simple 
roots of B3 are 1+2_,2+3_, and 3+. 

For any Bn the lowest state of the vector representation "'I is 1_. Since this connects only with a long root (1 +2_), 

the relevant root length in Eq. (2.1) is.j2, so an M = 1 exten­
sion may be made. This yields Bn + I in the standard basis 
and so is not very useful. However, this example is interest­
ing because it turns out that the Bn ---+ Bn + I and C3 ---+ F4 
cases are the only extensions of simple algebras that may be 
made with non-equal-magnitude irreps. 

The length-squared of the spinor representation "'n is 
n/4. In the lowest state all components are -~. Since this 
connects with the short root, the relevant root length is 1. 
Therefore, a "'n extension is possible only with M = 1, and 
only when n is 2 or 3. The resulting algebras are C3 and F4 • 

D. Extending exceptional algebras 

The lengths of the basic irreps "'I and "'S of E6 are (~) 1/
2

, 

where the roots are labeled as in Fig. 1. Extending with one 
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of these representations yields E7• The length of the repre­
sentation "'6 of E7 is (~) 112. Extending with this representa­
tion yields Es. There are no short representations (other 
than the identity) for E s, F4, and G2• These are not extenda­
ble. 

IV. EXTENSIONS OF SEMISIMPLE ALGEBRAS 

In this section we consider some cases where the original 
algebra H is not simple, but is the direct product of simple 
constituents. The final algebra G is simple. The extending 
(or connecting) representation is a direct product of basic 
irreps of each constituent. We must make some rules con­
cerning the relative normalizations of the roots of the differ­
ent constituents, and generalize the definition of Sec. II of 
the relevant root length. 

No more than one of the constituents may have nonzero 
roots of different lengths. If such a constituent is present, the 
relevant root length L is the length of the root of this con­
stituent that is connected to the extending representation. 
The roots of the other constituents must be taken equal to L. 
In this case only the M = 1 procedure is possible; the con­
necting representation is extended to length L. 

If all the constituents of H are equal-magnitude alge­
bras, the M = I procedure is to set all root lengths equal to 

.j2 and extend the connecting representation to length .j2. 
If there are only two constituents, and both are equal­

magnitude algebras, M = 2 procedures may be used in some 
cases. One normalizes the roots of one constituent to length 

.j2, and the roots of the other to unit length. The short-root 
procedure may be used if a connecting irrep exists such that 
1 W _I < 1. One extends W _ to length one. In the long-root 
procedure one considers only irreps with Dynkin indices 
OJ = ~jk in the constituent chosen to be short. If the length 

of W _ is less than .j2, one extends it to length.j2. The short­
and long-root procedures are not applicable to exactly the 
same set of cases. For example, suppose that one wants to 
connect an A I to an end of an A3 root chain. If A3 is chosen as 
the short-root constituent, the length inequality is satisfied 
only for the short-root procedure; the final algebra is Cs. If 
A3 is the long-root constituent, the length inequality is satis­
fied only for the long-root procedure; the final algebra is Bs. 

We illustrate with two examples of extending semisim­
pIe algebras. 

(A) ExtendingA4 ®An to an exceptional algebra. This 
type of extension is illustrated in Fig. 3 (a), where X is the 
extension root. The extending representation is the direct 
product of the antisymmetric two-quark representation of 
A4 and the one-quark representation of An. It is seen from 
Eq. (3.3) that an M= 1 extension is possible iq+ [n/ 
(n + 1)] < 2. The n = 1,2,and 3 extensions yield the alge­
bras E6, E7, and E8• 

(B) Extending A (n 1 ) ®A(n2 ) ®A(n3 ) by a direct pro­
duct of quark representation. This extension is illustrated in 
Fig. 3 (b). The M = 1 extension is possible if 
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x -{)--------O- ... 

(a) 

? 
... -0--0-- x ~ ... 

( b ) 

FIG. 3. Extending some semisimple algebras to simple algebras. 

If the range of the n/ includes zero, all equal-magnitude sim­
ple algebras may be obtained in this way. 

V. EXAMPLES OF EXTENSION BASES 

Before we construct some specific orthogonal bases, it is 
useful to discuss further Dynkin's nonorthogonal bases, 
since these are used to justify some of the construction rules. 
If the Dynkin and dual indices (a/ and ( 1 ) are arranged in 
row vectors, then the square matrix G is defined byll 

a =oG-1, (5.1 ) 

o =aG. (5.2) 

If the diagonal matrix R 2 is defined by (R 2)lj = 8IjR;, 
where R I is a simple root, then it is seen from Eqs. (2.4) and 
(5.1) that 

G -I = 2(R 2) -lA, 

so that 

G = A -I(R 2/2). 

(5.3 ) 

(5.4 ) 

ItfollowsfromEqs. (2.5) and (5.3) thatG -I (and hence G) 

is symmetric. 
Since the Dynkin indices of an irrep refer to the highest 

weight, it is seen from Eqs. (2.6) and (5.2) that the length­
squared of an irrep is 

W2+ = La,a, = LajGjjaj. (5.5) 
,. ij 

For the basic representation 1/Jk' aj = 8jk , so the length­
squared is 

l1/Jk 12 = W 2+'k = Gkk • (5.6) 

We use the symbols 01 to denote the components of a 
vector when written in terms of the simple roots, i.e., 

(5.7) 

It is seen from Eq. (2.2) that the relation between this root 
basis and the dual basis is 
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2 

A 

2 3 2 
o 

4/3 5/3 2 4/3 2/3 

FIG. 4. Two rows of the A -1 matrix for E6• 

a,=a,(2IR;). (5.8) 

It is seen from Eqs. (2.4) and (5.8) that the Dynkin basis is 
related to the root basis by aj = I.,a,A'j or, in matrix nota­
tion, 

(5.9) 

(5.10) 

From the symmetry of G and Eqs. (5.4), conjugate elements 
of A - I are related by 

(5.11 ) 

A row of A -I may be calculated quickly, because the 
allowed root dot products are such that A is very simple. It is 
seenfromEqs. (5.9) and (2.5) that one may calculate the al 

of the basic weight W + ,k from the following prescription. 
One sets some convenient aj equal to an arbitrary positive 
value. One then assigns values to the other root basis compo­
nents so that each al (for i =l=k) is equal to its stability val­
ue. 12 This is half the sum of the OJ of all roots connected to it, 
with one exception. If the root i is connected to a longer root 
j, one multiplies aj by M (the square of the ratio of root 
lengths) when computing the stability value of al • One then 
renormalizes all the al so that ak exceeds its stability value by 
~. This is illustrated in Fig. 4. The upper and lower numbers 
refer to the basic weights associated with the roots A and D, 
respectively. 

Since the construction yields the basic weight W + .k' it 
is seen from Eq. (5.10) that the components are the k row of 
theA - I matrix. Usually it is easier to carry out this construc­
tion than to determine A - I from tables. Furthermore, the 
construction leads to a generalization (used in Sec. VII) that 
is not obtainable from tables. 

We demonstrate the simplicity of the extension proce­
dure by showing that if one knows the basic weights of the 
unextended algebra n, very little extra effort is needed to 
obtain the basic weights of the extended algebra. 

We take as examples theA5 [SU(6)] andD5 extensions 
toE6, shown in Fig. 5. The roots A andD are the new roots in 
these two cases. The first expressions by each circle are the 
extended A5 root set, discussed in Sec. III A. The length of 
the extension vector x is determined so that the length of the 

extension root (x,abc) is,fi. The second expressions are the 
basic E6 weights in the extended A 5 basis. There are two parts 
to these basic weights, an As part and an extension part Cx, 
where C is a numerical coefficient. The A5 part may be deter­
mined from Eq. (2.9) and theAs roots. TheAs part of W + ,x 

(the basic weight associated with the extension root) is a 
singlet. The extension coefficient Ck for W +.k could be de-
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be (X, a) 
i = 1/2 1+ 2 _ ( 2/3 y, 1+) [ 4/3] 

cb (2x,eb) 

2+3_(4/3y, 1+ 2+) [10/3] 

de (3x,def) 

3+4_(2y,I+2+3+) [6] 

ed (2x,efl 

(y ,++++- ) 4+ 5_ (5/3y,+++++) [10/3] 
[2] 

D 
fe (x,fl 
y,----- (4/3y) [4/3] 

FIG. 5. TheAs --. E6 and Ds --. E6 extensions. The syffibols not in parenthe­
ses are simple roots. The symbols in parentheses are basic weights. The 
numbers in square brackets are the squares of the lengths of basic weights. 

termined by taking the dot product with the extension root, 
using Eq. (2.9). However, it is simpler to use the formula (to 
be justified later) 

C
k 

= (A -I)kx. (5.12) 

Thus the C k are a column of the A-I matrix. Since E6 is an 
equal-magnitude algebra, the A -I matrix is symmetric and 
we may use the row elements shown in Fig. 4. 

The third and fourth expressions by a circle in Fig. 5 are 
the simple roots and basic weights in the extended Ds basis, 
determined by the procedure described above. The notation 
for Ds is that of Sec. III B. The length of the extension vector 
y is determined by the condition that the length of the exten­

sion root (y, - - - - - ) is .,[2. The symbol 2/3y 
denotes iv, etc. The numbers in square brackets are squares 
of the lengths of the basic weights. These may be determined 
easily in either basis, or taken from Eq. (5.6). 

We now prove the column rule, Eq. (5.12). Since the 
extension root is the only simple root with a component in 
the added dimension, the coefficient ax in the root basis for 
any weight is the coefficient of the extension vector. For the 
basic weight W +,k it follows from Eqs. (2.8) and (5.10) 
that ax (W + ,k) = Ck = (A -I hx. 

These bases simplify many calculations. In the standard 
Dynkin method, one computes all the positive roots level by 
level by adding simple roots.9 If we identify the zero roots 
and simple roots with levels zero and one, respectively, the 
level number of the highest root is the sum of all the compo­
nents in the root basis. This number is not small for many 
important groups. Similarly, for an arbitrary irreducible rep­
resentation, one may start with the highest weight and sub­
tract simple roots until one obtains the lowest weight. The 
height T, or level difference between the highest and lowest 
weights, is given by 

T= L (a+ i -a_i)' (5.13) 
i 
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where the + and - refer to the highest and lowest weights. 
The a + i may be determined from the Dynkin indices and 
Eq. (5.10); for the a _ i one uses Eq. (2.10) also. 

On the other hand, if one uses an extension of an A,. or 
D,. algebra, theA and D simple roots are so familiar that they 
may be added or subtracted almost automatically. Care is 
needed only when adding or subtracting the extension root 
Rx' Thus the effective level of the highest root is just the 
component ax of this root, and the effective height of an irrep 
may be obtained by considering only the term i = x in Eq. 
(5.13). For example, consider the problem of constructing 
the zero and positive weights of the 2925-dimensional self­
conjugate irrep 1/13 of E6• Half the height, determined from 
the 3 column (or row) of the A -I matrix, is 21. However, it 
is seen from Fig. 5 that the effective half-height is only 3 in 
the extended As basis, or 2 in the extended Ds basis. With 
these bases, construction of some large representations is 
tractable. 

Instead of constructing a large representation we illus­
trate the utility of the method by showing how quickly some 
small representations may be constructed. We concentrate 
on two simple types of irreps, namely the adjoint and short 
irreps of equal-magnitude algebras. These short irreps are 
necessarily equal-magnitude irreps. For these representa­
tions one has the following simple rules. 

Root Rule: The dot product of two different roots that 
are not conjugate to each other is either 1, 0, or - 1. The two 
roots may be added to form another root if and only if the 
product is - 1. The nonzero roots are nondegenerate. 

Weight Rule: The dot product of a root and a weight is 1, 
0, or - 1. The root may be added to the weight to form a new 
weight if and only if the product is -1. The weights are non­
degenerate. 

We construct first the positive roots of E6 using the ex­
tended As basis. Various sums of the simple As roots lead to 
the 15 positive roots of As. Since (abc) is the lowest weight of 
the As representation 1/13' the sum ofthe extension root with 
various sums of simple As roots yields all the 20 states ofthe 
U(1) ®As representation containing (x,abc). We next de­
termine the states of the 2x level. In order to do this we find 
the dot produce ofthe simple root (x,abc) with states of the 
x level containing different numbers ofthe generator quarks 
a,b, and c. By using X2 =! and Eq. (3.1), we obtain 

(x,abc) . (x,abd) = 1, (5.14a) 

(x,abc) . (x,ade) = 0, (5.14b) 

(x,abc) . (x,del) = - 1. (5.14c) 

Only the last dot product is - 1, so we may add these roots, 
i.e., 

(x,abc) + (x,del) = (2x). 

The dot product of (x,abc) and (2x) is positive, so the con­
struction is complete. The positive roots are the fifteen posi­
tiveAs roots, the twenty (x,abc) roots and the one (2x) root. 

Next we construct the 27-dimensional short basic repre­
sentation 1/11 by subtracting simple roots from the highest 
state (x,f). However, instead of subtracting the extension 
root (x,abc) we will add its conjugate ( - x, del). Subtract­
ing As roots from (x,/) leads to the six states of the 
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U (1 ) XA5 representation characterized by (x,a). It is easy 
to see thatthe dot product of ( - x,del) and a state (x,q) is 
- 1 only if q is not d, e, orf Hence we generate states of the 

type, ( - x,del) + (x,c) = ( ab ). There are 15 states of the 

type ( ab ). The dot product of ( - x,del) with a ( qr) state 
is - I only if both q and r are in the set (del). Thus we may 

form ( - x,del) + ( de) = ( - x, I). There are six of these 
states. The smallest dot product of ( - x,del) with a 
( - x,q) state is zero, so the construction is complete. 

Briefly, we summarize the results of the same procedure 
in the extendedD5 basis, starting with the root construction. 
There are 20 positive D5 roots, and 16 y-Ievel spinor roots of 
the type (y, - - - - - ). (These include all spinors 
where the product of the signs is negative.) There are no 
spinor-spinor dot products smaller that 
(y, - - - - - ) . (y, + + + + -), which is zero. 
Thus there are no roots at the 2y level; the construction is 
complete. 

The extended D5 construction of ""I of E6 yields the re­
sult 

(tv) (1), 

(!y, + + + + +) (16), 

(-~,1+) (10), (5.15 ) 

where the most positive state of each U ( 1 ) ® D5 representa­
tion is given, and the number at the right is the number of 
states. 

We emphasize that the characteristics of a particular 
basis depend not only on the subalgebra used to label states, 
but also on the choice of simple roots. For example, in Ref. 4 
standard methods are used to specify the D5 ® U ( 1) proper­
ties of the roots of E 6• It may be seen from Table 20 of this 
reference that only two of the simple roots of E6 are D5 roots. 
As a consequence, in the level diagram for the 27 of E6 (Ta­
ble lIb) the D5 representations 10 and 16 are interlaced, 
while theD5 singlet is at the center. This is in sharp contrast 
to the hierarchy arrangement of our Eq. (5.10). The point is 
that these two bases are different; each is convenient for cer­
tain purposes. 

If one or more of the coefficients of the extension vector 
in the basic weights is nonintegral, the basis exhibits a con­
gruence class of the group. 13 This follows because the coeffi­
cients of the extension vector in the simple roots are integral. 
It is seen from Eq. (5.12) that the possible congruence 
classes of a simple Lie algebra may be determined by inspect­
ing theA -I matrix. Since any root of the final algebra G may 
be used as the extension root, any A - I column with one or 
more nonintegral elements leads to a nontrivial congruence 
relation. One multiplies the elements nj in the column by the 
smallest integer N that leads to integral values of all 
n; = Nn j • The congruence class of an irrep with Dynkin in­
dices a j is then 

L n;a j (mod N). 
j 

VI. REPLACEMENT BASES 

The extension technique is based on finding an irrep of 
the algebra H such that W _ is shorter than ( 1/ M) 1/2 times 
the relevant root length, where M is a positive integer. In 
many cases 1 W _I is equal to (1/ M) 1/2 times the relevant 
root length. In these cases if W _ is added to the simple root 
set of H, the argument of Sec. II shows that the extended root 
set will satisfy criteria (ii) and (iii) for a simple root system. 
However, since the added root is not extended, it is linearly 
dependent on the other roots. On the other hand, if one dis­
cards one of the original roots, the remaining roots will be 
linearly independent, and may be taken as the simple roots 
for an algebra of the same rank as H. 

In all cases one representation that satisfies the above 
length equality is the adjoint. Replacing a simple root by the 
most negative root is the basis of Dynkin's extended-dia­
gram technique for listing maximal, regular, semisimple 
subalgebras. 14 We will not consider this type of replacement, 
but will limit our attention to cases in which some irrep other 
than the adjoint satisfies the length equality. 

In this procedure it is clear that the new root is negative. 
Therefore, it is convenient to redefine positivity so that all 
members of the new root set are positive, in which case they 
will be the simple roots of the new algebra. Usually, it is easy 
to find the appropriate redefinition; often all one has to do is 
to make the discarded root as negative as possible. 

We illustrate the method by considering the As -- Es 
andDs -- Es bases, shown in Fig. 6. In theAs case the weight 
ordering of the quarks is i, h, ... b,a, (with i the highest); the 
sum of the quark weights is zero. The notation of Fig. 6 is 
similar to that of Fig. 5. TheAs simple roots, determined as 
in Sec. III A, are the first expressions next to the circles on 

the vertical line. The replacement root (abc) is oflength J2. 
The root 9(ih) is discarded, so the new algebra is Es. The 

be (e21) 

-r-"-+ (20 .. ) 

cb (ob41) 
7+8_ (7/2+ .. +-) 

de (abe61) 
6+7_ (51..100) 

ed (efgh4i) 
5+6_ (411110 .. ) 

fe (fgh31l 
4 +5_ (3 1110 .. ) 

gf (gh2T) 
3+4_ ( 2 110 .. ) 

hg (h T) 
2+3_ ( II 0 .. ) 

ih 
1+2_ 

For example, the coefficients of y in Fig. 5 exhibit the E6 FIG. 6. Simple roots and basic weights in theA. ~ E. andD. ~ E. replace-
triality relation a I + 2a2 + a4 + 2a5 (mod 3). ment bases. 
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quark and antiquark (i) and (i) do not appear in any ofthe 
Es simple roots. Hence, we redefine the quark weight order 
as (h,g, ... ,a,i), choosing (i) so negative that all other quarks 
are positive. In an orthogonal basis the redefinition may be 
obtained by choosing (i) along the negative first axis. All 
roots in the new set of eight are positive. The second expres­
sion by each circle is the basic weight in the As - Es basis 
obtained by using Eq. (2.9) and the quark properties of Eq. 
(3.1). 

The third expression by a circle in Fig. 6 is the Ds root. 
Dots in a Ds weight symbol denote a set of components equal 
to the adjacent component. In the Ds - Es basis the replace­
ment root (no. 7) is the spinor ( - - - - - - - + ). 
The 9 root ( 1 + 2 _ ) is discarded. Of the remaining roots only 
the spinor has a component in the first direction. Therefore, 
we redefine positivity by reflecting the first axis, so that all 
members of the new root set are positive. The SUbscript r 
refers to a component taken before reflection. The fourth 
expression by a circle in Fig. 6 is the Es basic weight in the Ds 
basis, written in the new axis system. 

We may construct the positive root set in the As - Es 
basis from the simple roots, using the root rule that precedes 
Eq. (5.14a). In this scheme the level number depends on the 
nature of the As representation and whether or not the anti­
quark i is present. The level number is defined to be ! for each 
of the quarks (a,b, ... ,h) and - ~ for quark (i). This is pro­
portional to the first component in the orthogonal basis de­
fined above, but normalized so that the transition (replace­
ment) root (abe) has level number one. We list in Table I the 
results of the positive-root construction. The complete set of 
roots includes the 80 SU(9) roots, the 84 antisymmetric 
three-quark states, and the 84 antisymmetric three-anti­
quark states. 

In the Ds - Es basis the complete set of roots includes 
the 120 Ds roots and the 128 spinors with positive products 
of signs. 

We give one more example, the A7 - E7 replacement 
shown in Fig. 7. The antisymmetric four-quark state (abed) 
is not short enough to be extendable for any An' but may be 

used as a replacement in the case of A 7, since the length is,fl. 
The (hg) root is discarded and positivity redefined so that 
the h quark weight is along the negative first axis. As before, 
the second expression by a root is the basic weight. The com­
plete root set consists of the 63 SU (8) roots and the 70 states 
of the irrep (abed). The 56-dimensional short irrep "'6 (top 
circle in Fig. 7) consists ofthe 28 (ab) and 28 ( ab ) states. 

VII. LISTING EXTENSION AND REPLACEMENT BASES 

If one wants to list all possible extension bases for a 
simple algebra G, the fastest way is to work backward. One 

TABLE I. The results of the positive-root construction. 

Level Highest state Number of states 

0 (ha) 28 
1 Ugh) 56 
2 ( abi) 28 
3 (hi) 8 
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ba (ah) 

cb (iib2h) 

de (abe3h) 

ed (efg3h) 

fe (fg 2h ) 

gf (gh) 

hg 

FIG. 7. The A7 ~ E7 replacement. 

writes the Dynkin diagram for G and labels any root with a 
plus sign. This corresponds to the basis obtained by starting 
with all roots other than the plus root and extending with the 
plus root. This listing procedure corresponds to Dynkin's 
procedure for listing the maximal regular nonsemisimple su­
balgebras of G (see Ref. 15). In a certain sense our extension 
method is the inverse of Dynkin's method for finding these 
subalgebras. 

We present here a method for listing all possible replace­
ment bases. We do not prove every assertion that is made. 
First, we define a candidate Dynkin diagram to be any inde­
composable diagram in which the connected roots satisfy the 
conditions (ii) and (iii) of Sec. II. It is not required that the 
diagram may represent actual vectors. One then chooses a 
key root k and follows a procedure similar to that used to 
obtain A -1 rows in Sec. V. One sets some convenient hypo­
thetical root basis component oJ equal to a positive value and 
chooses all the other components so that every OJ (for i =1= k) 

is equal to its stability value. If any of the resulting OJ are zero 
or negative, the scheme is classified as negative. If the OJ are 
all positive one classifies the scheme as positive, zero, or neg­
ative if the key component Ok is greater than, equal to, or less 
than its stability value, respectively. We assert that the class­
ification is independent of the choice of key root, and so is a 
property of the candidate diagram. The positive diagrams 
correspond to simple Lie algebras. If a diagram is negative, it 
is impossible to find vectors satisfying the specified angle and 
length relations. For each zero diagram a set of appropriate 
vectors may be found, but they are linearly dependent. (The 
stability values for all OJ correspond to the zero vector.) 

An alternate way to make the classification is to calcu­
lateA from Eq. (2.5) and then find the eigenvalues of A or of 
the symmetrized matrix 2 (R 2) -1 A [see Eq. (5.3)]. Aposi­
tive diagram corresponds to a positive definite A, while a 
zero diagram corresponds to an A with zero and positive 
eigenvalues. (If one considers only diagrams formed by add­
ing one root to a positive diagram, then A has no more than 
one nonpositive eigenvalue, so one may make the classifica­
tion in terms of the determinant of A.) This procedure is 
more illuminating than the key-root procedure, but takes 
longer to apply. 

The zero diagrams are the basic tool used for listing 
replacement bases. They all may be obtained from a simple 
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To ?--o-~) • 
(a) 

Add r -----
() 

(b) 

a=ID ED ED EI) • 
(c) 

( ) • 
(d) 

FIG. 8. Some zero diagrams. 

three-step procedure. One starts with the four infinite classes 
and five specific extended Dynkin diagrams. 14 For each dia­
gram with two root lengths one adds the diagram with root 
lengths reversed. An example is shown in Fig. 8. Diagram 
(a) is the extended Dynkin diagram associated with the al­
gebras B". Diagram (b) is the added "length-exchange" dia­
gram. Finally, to this list one adds the two diagrams (c) and 
(d) of Fig. 8. In diagram (c), the roots Ell areofintermediate 

length, a factor .J2 longer than the shaded root and a factor 

.J2 shorter than the clear root. Diagram (d) denotes two 
roots related as in conditions (ii) and (iii) of Sec. II, with 
M=4. 

We do not prove that the resulting set of diagrams is 
complete, but list some facts that may be used in a proof. 
First, if a new root is connected to an indecomposable zero or 
negative diagram, the result is negative. If a root and its 
connecting lines are removed from any indecomposable zero 
or positive diagram, the result is a set of one or more positive 
indecomposable diagrams. It follows that every zero dia­
gram may be obtained by adding a root somewhere to a dia­
gram for a simple Lie algebra; all one needs to do is to consid­
er all the possibilities. 16 

For each zero diagram, any assignment of a plus sign to 
one root and a minus sign to another root corresponds to a 
replacement basis. The plus root is the replacement and the 
minus root is the discarded root. 

In order to make clear the relation between this listing 
procedure and Dynkin's extended-diagram procedure for 
listing maximal regular semisimple subalgebras,15 we con­
sider a particular zero diagram, the nine-root diagram of 
Fig. 6. In Dynkin's procedure the diagram is obtained by 
adding root 9 to the diagram for Eg, so the diagram is asso­
ciated with Eg. The plus sign is assigned to root 9, and the 
eight possible assignments of the minus sign correspond to 
eight subalgebras of Eg. Although Dynkin did not construct 
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orthogonal bases, it is clear that any Es basis could be used as 
a basis for the subalgebra. 

In the Ag - Eg and Dg - Eg replacement bases illus­
trated in Fig. 6, the minus sign is attached to root 9 and the 
plus sign to root 8 and root 7, respectively. However, it is not 
necessary that either sign be assigned to root 9. When one 
lists replacement bases, the diagram is not associated par­
ticularly with one root, but equally with all nine roots. In the 
general replacement H - G, it is not required that H is a 
subalgebra of G, and it is not required that G is a subalgebra 
ofH. 

VIII. CONCLUDING REMARKS 

There is an alternate, obvious method of obtaining or­
thogonal bases. If G is a simple algebra, and if either H, 
H ® U (1 ), or H ® SU (2) is a subalgebra of the same rank, 
one consults a table to find the structure of the adjoint of G in 
terms of representations of the subalgebra. One then uses a 
basis appropriate to the subalgebra to find the roots of G, 
defines positivity, finds the simple roots of G, and proceeds. 

The extension and replacement procedures have several 
advantages over the subalgebra procedure. First, in the sub­
algebra procedure one must have considerable knowledge of 
G, a priori. The extension and replacement procedures re­
quire no such knowledge, and so are more illuminating. Sec­
ond, in the subalgebra procedure it takes effort to determine 
the simple roots. Furthermore, as discussed in Sec. Y, there 
is no guarantee that the simple roots will be a convenient root 
set. Third, the subalgebra procedure cannot be used to gen­
erate those replacement bases for which H is not a subalge­
braofG. 
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In a previous paper of this series, the matrix elements were discussed with respect to boson states 
of an op~rator K 2 required for t~e boson realization of the sp ( 4, R) Lie algebra. In the present 
paper, It IS shown that these matnx elements can be obtained from a generating kernel given by the 
overlap ofsp( 4, R) coherent states. The results have relevance for the determination of the matrix 
elements of the generators of the sp( 4, R) Lie algebra with respect to the basis of irreps of the 
positive discrete series for the corresponding group, and are, in principle, generalizable to 
symplectic algebras of higher dimensions. 

I. INTRODUCTION AND SUMMARY 

The determination of matrix elements ofthe generators 
of a symplectic Lie algebra with respect to the basis of irredu­
cible representations (irreps) of the corresponding group is 
of considerable interest in problems of collective motions, 1 

nuclear spectroscopy,2 generalized atomic Hamiltonians, 3 

etc. An important technique for the determination of these 
matrix elements is the boson realization of symplectic alge­
bras.4-7 In a previous paper of this series8 (to be denoted by I 
with its equations quoted by their number followed by I) we 
discussed this realization for the case of sp ( 4, R ), as it al­
ready shows the problems that arise in the general case 
sp(2d,R), where dis any integer. In paper I we stressed that 
a Dyson type of boson realization can be obtained straight­
forwardly, but what is required is the one with appropriate 
Hermitian properties, which is known as the Holstein-Pri­
makoffrealization. To pass from the first to the second type 
of realization we need the matrix elements with respect to a 
complete set of boson states of an appropriate operator K, as 
originally discussed by Deenen and Quesne4 and Rowe et 
al.5 These matrix elements satisfy recursion relations,5,9 
whose solution was discussed in detail in paper I for the case 
sp ( 4, R). The main objective of the present paper is to show 
that with the help of the coherent states associated with a 
symplectic Lie algebra, one can determine a generating ker­
nel from which an explicit analytic expression can be found 
for the matrix elements of K 2 in the case of sp ( 4, R) and that, 
in principle, the method can also be extended to sp(2d,R) 
whend>2. 

We proceed now to summarize the contents of the pa­
per. In Sec. II we review briefly the results of paper I, to 
indicate that a boson realization of sp ( 4, R) requires not 
only the boson creation and annihilation operators b t, b· 
i = 1,2,3 satisfying [b i , b J] = oij' which are the gener~to;~ 
of a Weyl Lie algebra in three dimensions lU (3), but also 
extra degrees of freedom associated with an independent 

a) Member of EI Colegio Nacional and Instituto Nacional de Investiga­
ciones Nucleares. 

su(2) Lie algebra to whose generators So i = 1,2,3 we gave 
the name of spin. Our realization then expresses the genera­
tors of sp( 4, R) in terms of the generators of the direct sum 
Lie algebra lU (3) Ell su (2) and of the operator K mentioned. 
The Hermiticity properties (b T)t = hi' sT = So as well as 
those of the generators of sp ( 4, R ), allow us then to derive 
the operator equations satisfied by K 2. 

In Sec. III we introduce the coherent states for 
lU (3) Ell su (2) and find the differential equations satisfied by 
the generating kernel, which is the matrix element of K 2 with 
respect to these coherent states. 

In Sec. IV we discuss the coherent states of sp ( 4, R) and 
find out that their overlap satisfies the same differential 
equations as the matrix elements of K 2 with respect to the 
coherent states of lU(3) Ell su(2). Thus the generating kernel 
can be identified with the overlap. 

In Sec. V we determine explicitly the overlap men­
tioned, and in Sec. VI we use it to obtain the matrix elements 
of K 2 with respect to the boson states that are the basis for 
irreps of lU (3) Ell su (2). In Sec. VII we indicate how the lat­
ter matrix elements can be used for the determination of 
those of the generators of sp ( 4, R) Lie algebra with respect 
to the basis of the positive discrete series irreps of the corre­
sponding group. Finally in the concluding section we indi­
cate possible generalizations to symplectic algebras of a larg­
er number of dimensions and in particular to sp (6,R). 

II. OPERATOR EQUATIONS FOR K2 

As discussed in paper I, the ten generators of the 
sp ( 4, R) Lie algebra can be expressed in terms of a scalar 
and three vectors 

.Ai, B T, Ji , Bi' i = 1,2,3, 

with the commutation rules given in (3.21), i.e., 

[BT, BJ] = 0, 

[Bi,Bj] =0, 

[Bi' B J] = - 2iEijk Jk + 20ij .Ai, 

(2.1) 

(2.2a) 

(2.2b) 

(2.2c) 
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[Ji,BJ] =iEijkBl, 

[Ji, Bj ] = iEijkBk' 

[Ji,.1;] =iEijkJk' 

[%,Bn =Br, 

[%,B;] = -Bit 

[%,J;] =0, 

(2.2d) 

(2.2e) 

(2.2f) 

(2.2g) 

(2.2h) 

(2.2i) 

where Eijk is the antisymmetric tensor and repeated indices 
are summed from 1 to 3. 

Particularizing a discussion by Gilmorelo to the case of 
sp( 4, R), the defining representation of these generators, in 
terms of 4 X 4 matrices, takes the form 

%= ~(I 
2 0 ~/)' (2.3a) 

Bt=(O 
r 0 

- iU;U2) 
o ' (2.3b) 

1 (U
j o ) J.= - - , (2.3c) 

r 2 0 -U; 

( 0 Bj = .-IU2Uj ~) , (2.3d) 

where all submatrices are 2 X 2, 1 is the unit matrix while Ui> 
{T;, i = 1,2,3 are, respectively, the Pauli matrices and their 
conjugates. It is easy to check, with the help of 

UjUj = iEijkUk + 8ijl, 

{T2UjU2 = {Ti> 

(2.4a) 

(2.4b) 

that all the commutation relations (2.2) are satisfied. We 
shall use this realization in Sec. V to get the overlap of the 
sp ( 4, R) coherent states. 

The set (2.1) often generators ofsp( 4, R) can be divid­
ed into three subsets of raising-, weight-, and lowering-type 
separated below by semicolons, i.e., 

where J ± = J I ± iJ2, and Jo = J3• 

The lowest weight state is then given by the solution of 
the equations 

B1lws} = 0, i = 1,2,3, 

J_lws} =0, 

%Iws} = wlws}, 

Jolws} = - slws}, 

(2.6a) 

(2.6b) 

(2.6c) 

(2.6d) 

where we differ from the notation of paper I by calling w the 
eigenvalue of % instead of (() + nl2, as we are dealing ab­
stractly with the Lie algebra of sp ( 4, R) instead of its real­
ization in terms of creation and annihilation operators of an 
n-body problem in two-dimensional space. 

The irrep of sp ( 4, R) is now characterized by w, s or, if 
we follow the analysis leading to (3.81), by 

[w +s, w -s], (2.7) 

and a complete but nonorthonormalized set of states corre­
sponding to this irrep can be written as 

Imn} = Pa (Bt)J~ Iws), (2.8) 
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where we can take for Pa (Bt) the monomial 

Pa (Bt) = (B T>"'(B I )"2(B 1 )''', (2.9) 

where (n l , n2, n3 ), and ( B 1. B L B 1) are the vectors de­
noted, respectively, by n and Bt. 

The application of the generators (2.1) of sp( 4, R) to 
the states (2.8) leads then to the same operator expressions 
(4.31) for these generators only with (() + nl2 replaced by w, 
but now we derive them through the use of the commutation 
rules (2.2) and not by the explicit realization of these gener­
ators in terms of the creation and annihilation operators of 
an n-particle system in two-dimensional space. Thus, for ex­
ample, using only (2.2d) we arrive at 

J;{ Pa (Bt)(J~ Iws})} 

= [Ji> Pa (Bt)] (J~ Iws}) + Pa (Bt)J; (J~ Iws}) 

= {-iEijkBJ ap~ +PaJj}(J~ Iws}), 
aB k 

which agrees with (4.3bl). 

(2.10) 

From this point, the derivation of the Holstein-Prima­
koff relatization of the generators of sp( 4, R) follows the 
same steps as those presented in Secs. IV and V of paper I. 
Besides the boson operators b r, bi> i = 1,2,3, we need those 
of an independent spin S;, which satisfy the commutation 
relations 

[b j, b J] = [b j , bj ] = [b j, Sj] = [b;, Sj] = 0, 
(2.11a) 

[bj, b J] = 8ij' (2.11b) 

(2.11c) 

which indicate that they are the generators of a Lie algebra 
corresponding to a direct sum of a Weyl algebra in three 
dimensions and an independent unitary unimodular algebra 
in two dimensions, i.e., eu(3) esu(2). These generators 
have the standard Hermiticity properties 

(b r>t = b;, 

Sj=Sj' 

(2.12a) 

(2.12b) 

The generators %, B j, J;, and B; of sp( 4, R) can now 
be expressed in terms of b j, bj' and S; through the relations 
(4.61) and (4.21), where the latter involves the operator K 
we wish to determine. Thus we obtain in vector notation 

%=K(N+w)K- I
, 

Bt =KbtK- I , 

J = K(L + S)K-1, 

(2.13a) 

(2.13b) 

(2.13c) 

B=K[ -bt(b·b) + (2N+2w)b-2i(bXS)]K- I
, 

(2.13d) 

where 

L = - i(btXb), 

N=bt·b. 

(2.14a) 

(2.14b) 

We can easily check that from the commutation relations 
(2.11) the generators of sp ( 4, R) satisfy the commutation 
relations (2.2). Note that the realization (2.13) differs from 
(5.41) not only by the fact that (() + nl2 is replaced by w, but 
also by the appearance of K, K -I in (2.13a) and (2.13c) as 
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we do not make here the explicit assumption that K is an 
invariant ofu(2) as indicated in (5.31). 

The generators of sp( 4, R) have themselves the Hermi­
tian properties 

(B7>t=B;. 

Ji=J;, 

JVt=JY', 

(2.15a) 

(2.15b) 

(2.15c) 

as can be clearly seen from (1.11) and (3.11). Thus assum­
ing, as we can do without loss of generality, that K is Hermi­
tian, we get from the Hermitian conjugate of both sides of 
(2.13) that 

JY' = K -I(N + w)K, 

B=K-IbK, 

J=K-I(L+S)K, 

(2.16a) 

(2.16b) 

(2.16c) 

Bt = K -I [ - (bt 
0 bt)b + bt (2N + 2w) - 2i(bt xS)]K. 

(2.16d) 

Equating corresponding expressions in (2.13) and 
(2.16) we get the following operator equations for K2: 

[N,K2] =0, (2.17a) 

[L; +S;,K 2
] =0, (2.17b) 

b;K2=K2[ -bi(bob) + (2N+2w)b; -2i(bXS);]. 
(2.17c) 

We do not write the equation coming from (2.13b) and 
(2.16d) as it is the Hermitian conjugate of (2.17 c) . 

In paper I, we saw that the boson states are the elemen­
tary ones associated with a particle of spin s in a three-dimen­
sional harmonic oscillator, which in (5.101) were denoted 
by the ket 

Iv[ls]jm), (2.18) 

where v is the total number of quanta, 1 is the "orbital" angu­
lar momentum whilej and m correspond, respectively, to the 
total angular momentum and its projection. These states are 
orthonormal and from (2.17a) and (2.17b) only the matrix 
elements 

(v[l's] jmIK2Iv[ls] jm) (2.19) 

are different from 0; besides, they are independent of m. 
Equation (2.17 c) leads to a recursion relation for the matrix 
elements (2.19) and the procedure for its solution was dis­
cussed in the appendix of paper I. 

In Sec. VI of the present paper we shall derive an explicit 
and closed analytic expression for (2.19) using coherent 
states of both the tU ( 3) ED su (2) and sp ( 4, R) Lie algebras. 
To achieve this objective we first discuss in the following 
section the matrix elements of K 2 with respect to coherent 
states of tU (3) ED su (2), as well as the differential equations 
that they satisfy. 

III. EQUATIONS SATISFIED BY THE GENERATING 
KERNEL 

As the Lie algebra tU (3) ED su (2) is a direct sum, its co­
herent states are the direct product of those of tU (3) and 
su(2). For the Weyl group tU(3) the coherent states are the 
standard ones associated with the three-dimensional oscilla-
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tor,l1 while for su(2) they have been discussed, among oth­
ers, by Kramer and Saraceno. 12 Thus we can write them as 
the ket 

Iyz) = exp(z 0 bt)exp(yS+) Is), (3.1) 

where b i. b;, and S; satisfy the commutation rules (2.11), 
S ± = SI ± iS2, and y and Zit i = 1,2,3, are complex 
numbers, with y and z; being their conjugates. The ket Is) is 
the direct product 

Is)=IO}xls,-s}, (3.2) 

where 10} is the zero quantum state associated with the bo­
sons brand b;, while Is, - s} is the lowest weight state of the 
independent spin operator S;. The corresponding bra is the 
Hermitian conjugate and thus takes the form 

(yzl = (slexp(yS_)exp(zob). (3.3 ) 

The measure p ( y, y, z, z) required for scalar products 
in the four-dimensional complex space of y, Z I' Z2' Z3 is clearly 
the product of the measures 11.12 associated with the tU (3) 
and su (2) Lie algebras, where in the latter case it depends on 
the spin s, and it takes the form I 1.12 

p( y,ji,z,z) 

= 1T'-3 exp( -zoz)1T'(2s+ 1)-1(1 +yy)-(2s+2). 

(3.4 ) 

The reproducing kernel is also a product of those associated 
with the tU(3) and su(2) Lie algebras and thus is given 
by11.12 

exp(z' 0 z) (I + y'y)2S. (3.5) 

Our objective is now to find from the operator equations 
(2.17) the differential ones satisfied by the generating ker­
nel, i.e., by the matrix elements 

(3.6) 

of the operator K 2 with respect to the coherent states (3.1) 
and (3.3). For this purpose we require first the differential 
form with respect to the variables y', z', or y, z of the opera­
tors b i, b;, and S; when acting on the bra (3.3) or ket (3.1). 
We start with the operator b r acting on the bra and thus have 

(y'z'lb T = (slexp( y'S_ )exp(z' 0 b)b; 

= (sl{exp(z' 0 b)b; exp( - z' 0 b)} 

xexp( y'S_ )exp(z' 0 b). (3.7) 

We will use, in some of the following discussion, expansions 
of expressions like the curly bracket in (3.7) in terms of 
multiple commutators, i.e., 

{expA}B{exp( -A)} 

= B + [A, B ] + HA, [A, B ]] + (3.8) 

which from the commutation rule [b;, b J] = Dij imply that 

exp(z' 0 b)b; exp( - z' 0 b) = b i + z;. (3.9) 

As, furthermore, (sib; = {b; Is)}t = 0, we then conclude 
that 

(y'z'lbi=z;(y'z'l, (3.10) 

as we could expect from the analysis in Bargmann Hilbert 
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space. II Applying now b; to the bra we see more directly that 

(y'z'lb; = (slexp( y'S_ )exp(z'· b)b; = ~ (y'z'l· az; 
(3.11 ) 

We tum now our attention to the operator Sq, q = ± ,0 
where S ± = S 1 ± iS2, So = S3 and apply it to the bra to get 

(y'z'ISq = (slexp( y'S'_)exp(z'· b)Sq 

= (sl{exp( y'S_)Sq exp( - y'S_)} 

Xexp( y'S_ )exp(z'· b). (3.12) 

Again, from the expansion (3.8) and the commutation rela­
tions 

[S_,S+]=-2So, [So,S±]=±S±' (3.13) 

we obtain 

(y'z'ISq = (sl{Sq +y'[S_,Sq] 

+ ~y'2[ S_,[ S_, Sq ]}exp( y'S_ )exp(z'· b), 
(3.14) 

and thus 

(y'z'IS+ = (sl{S+ - 2y'So - y'2S_} 

Xexp( y'S_)exp(z'· b) 

= - Y'~' ;, - 2s )(Y'z'I==S'+ (y'z'l, 

(3.1Sa) 

(y'z'ISo = (sl{So + y'S_}exp( y'S_ )exp(z' • b) 

=~' ;, -s)(y'z'I==S~(Y'z'l, (3.1Sb) 

(y'z'l = (sIS_ exp( y'S_)exp(z'· b) 

= ;, (y'z'I==S'_ (y'z'l, (3.1Sc) 

where we made use of 

(sIS+ = {S_ls)}t = 0, 

(slSo = {Sols)}t = - s(sl· 

(3.16a) 

(3.16b) 

Thus the operators S ± and So, when acting on the bra 
(y'z'l, become the differential operators S'± and S~ de­
fined in (3.15). 

A similar analysis, in which b T, bit andS; now act on the 
ket Iy,z) , gives us 

b TlYz) = ~ IYz), (3.17) 
ai; 

(3.18 ) 

(3.19a) 

(3.19b) 

(3.19c) 

as would follow also from Hermitian conjugation of (3.10), 
(3.11), and (3.15). Note thatS ± and So defined by (3.19), 
which are differential operators in the variable y, have here a 
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- signascomparedwithS'± andS~ of(3.1S). This is to be 
expected, and guarantees that both S; and Sq, q = ±,O sa­
tisfy the commutation relations (3.13). In fact the orbital 
angular momentum 

L; = - iEijkb Jbk (3.20) 

shows a similar behavior, as from (3.10) and (3.11) we have 

( , 'IL ., a ( "1 L'( 'I y z j = - IEijkZj - Y z = j yz , 
az" 

while from (3.17) and (3.18) we have 

L;lyz) = - iEijkZk ~ Iyz) = - IjlYz). 
aij 

We note also that the number operator 

N=bTb j , 

when acting on bra and ket, becomes 

(y'z'IN=z; aa, (y'z'l N'(y'z'l, 
'Zj 

a -
N Iyz) = Zj -lyz)==N IYz). 

aij 

(3.21a) 

(3.21b) 

(3.22) 

(3.23a) 

(3.23b) 

Weare now in a position to derive the differential equa­
tions satisfied by (y'z'IK 2 IYz) by taking both sides of the 
equations (2.17) between a bra (y'z'l and a ket IYz). Mak­
ing use of the differential expressions for the operators b i, b;, 
andS;, i = 1,2,3, whenactingona bra and a ket, we then get 

(N' - N)( y'z'IK 2 Iyz) = 0, (3.24a) 

(L; +S; +Ij +S)(y'z'IK 2IYz) =0, (3.24b) 

a 
- (y'z'IK 2 Iyz) az; 

= {- (z·z) ~ +z;(2N + 2w) + 2i(z x S)J 
ai; 

(3.24c) 

where N', L ;, and S; are defined, respectively, in (3.23a), 
(3.21a), and (3.15), whileN,Iit andS; are given in (3.23b), 
(3.21b), and (3.19), and where we note that SI = !(S+ 
+S_),S2= (1/2i)(S+ -S_),andS3 =So' 

We proceed now to show that the overlap of coherent 
states associated with sp ( 4, R) satisfies the same equations 
(3.24), and that thus we only need to find this overlap to 
evaluate the matrix elements (3.6). 

IV. OVERLAP FOR COHERENT STATES OF sp(4, R) 
AND THE EQUATIONS THEY SATISFY 

As in the case of u>(3) EIlsu(2), the coherent states of 
sp( 4, R) can be written 13,14 in terms of exponentials of linear 
combinations of the raising generators of sp ( 4, R) applied to 
the lowest weight state. From (2.5) and (2.6) we have, then, 

IYz) = exp(z· Bt)exp( yJ +) Iws), (4.1) 

where we now distinguish these sp( 4, R) coherent states 
from the corresponding ones for u> (3) Ell su (2) given in 
(3.1) by using angular rather than round kets. As before y, 
Z l' Z2' and Z3 are complex numbers and the bar above indi­
cates the conjugate. The corresponding bra is given by the 
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Hermitian conjugate and thus for new parameters y', z' it 
becomes 

(y'z'l = (wslexp( y'J _ )exp(z' 0 B). (4.2) 

We wish now to find the differential equations satisfied 
by the overlap 

(y'z'lyz), (4.3) 

for which we will take the matrix elements of the generators 
ff,Jj! Bj! and B r of sp( 4, R) between the bra (4.2) and the 
ket (4.1 ). Applying these generators to the left and right we 
get, with the help of the commutation relations (2.2) and the 
expansions (3.8), the differential equations for the overlap, 
which will tum out to be identical to those satisfied by 
(y'z'IK 2 Iyz), which are given by (3.24). 

We start with ff and get 

( y'z'lfflyz) 

= (wslexp( y'J _)exp(z' 0 B)fflyz) 

= (wslexp(y'J_){exp(z'oB)ff 

xexp( - z' 0 B)}exp(z' 0 B) IYz). (4.4 ) 

From (2.2) and (3.8) the curly bracket in (4.4) becomes 

{ff + zj[ Bj,ff]} =ff +zj Bj . (4.5) 

As ff commutes with J;, and when applied to I ws) gives w, 
we have that 

(y'z'lfflyz) = (Zj ~ + w) ( y'z'lyz). (4.6) 
azj 

Applying now in ( 4.4 ) the generator ff to the right we get in 
a similar fashion 

(y'z'lfflyz) = (Zj ~ + w)(Y'Z'IYz). 
iJij 

(4.7) 

Equating then (4.6) and (4.7), we obtain the expr~ssion 

(N' -N)(y'z'IYz) = 0, 

where N' and N are given in (3.23). 
Turning our attention now to J; we have 

(y'z'IJ; IYz) 

= (wslexp( y'J _ )exp(z' 0 B)J; Iyz) 

= (wslexp( y'J _ ) {exp(z' 0 B)J; 

xexp( - z' 0 B)}exp(z' 0 B) Iyz). 

(4.8) 

(4.9) 

Again we use (2.2) and (3.8) and see that the curly bracket 
becomes 

{J; + zj [ B j,J;j} = J; - iEijkZjBk' 

and so the matrix elements can be written as 

(wslexp( y'J _ )(J; - iEijkZj ~)exp(z' 0 B) Iyz) 
azic 

= (wsl{exp(y'J_)J; exp( -y'J_)} 

X exp( y'J _ )exp(z' 0 B) IYz) 

. ,a ( "I ) -IE"kZ. - yz yz 
IJ J azic 

= (S; +L;)(y'z'lyz), 
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(4.10) 

(4.11 ) 

where S; is defined as in (3.15), as the curly bracket in 
( 4.11) can be evaluated in exactly the same fashion as the 
one appearing in (3.12), while L; is given by (3.21a). 

Applying now J; to the right we get in a similar fashion 
that 

(4.12 ) 

where S; and L; are given, respectively, by (3.19) and 
(3.21b). Thus from (4.11) and (4.12) we see that the over­
lap satisfies the equation 

(4.13) 

Considering now B; we immediately see that its matrix 
element, when the operator is applied to the left, is given by 

(y'z'IB; IYz) = (wslexp( y'J _ )exp(z' oB')B; Iyz) 

= ~ (y'z'lyz). 
az; 

(4.14 ) 

On the other hand, when B; acts on the right we can write 

(y'z'IB; Iyz) = (y'z'IB; exp(z oBt)exp(jiJ +) I ws) 

= (y'z'lexp(z oBt){exp( - Z 0 Bt)B; 

Xexp(z oBt)}exp( YJ +) Iws). (4.15) 

Again we use (2.2) and (3.8) and see that the curly bracket 
becomes 

{B; - ~ [ B ], B;] +! ~Zk [ B !, [ B ], B; ] ] } 

= {B; - 2iEijkZjJk + 2Z;ff 

- (z 0 z)Br + 2Z; (z 0 Bt)}, 

so that introducing it in (4.15) we obtain 

(y'z'IB; Iyz) = (y'z'lexp(z oBt) 

( 4.16) 

X {B; - 2iEijkZjJk + 2Z;ff}exp( jiJ +) Iws) 

+ (Y'z'l{ - (z 0 z) ~ + 2Z;(Zj ~)} 
iJi; a; 

X exp(z 0 Bt)exp( jiJ +) Iws). (4.17) 

In the first term on the right-hand side of (4.17) we see that 

B; exp( jiJ +) Iws) = 0, ( 4.18a) 

as the commutators of power of J + with B; gives some Bj on 
the right-hand side and from (2.6), Bj Iws) = 0. Further­
more 

- 2iEijkZJk (exp jiJ +) Iws) 

= - 2iEijkZj exp( jiJ +) 

X {exp( -jiJ+)Jk exp(.YJ+)}lws) 

= 2iEijkZjSdexp( jiJ +) Iws»), (4.18b) 

where Sk is given by (3.19), as follows from the evaluation of 
the curly bracket in (4.18b). Finally 

2Zjff exp( jiJ +) Iws) = 2Z;w exp( jiJ +) Iws), (4.18c) 

as ff commutes with J; and ffl ws) = wi ws). 
Combining (4.17) and (4.18) with (4.14), we then get 
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the differential equation 

~ (y'z'!Yz) = { - (i ·i) ~ + Zj (iN + 2w) 
az; OZj 

( 4.19) 

There remains to evaluate the matrix element of B i but 
it will lead to no new result, as 

(y'z'IB iiYz) = (yzlBj Iy'z'), ( 4.20) 

where the bar above means the conjugate of the matrix ele­
ment. 

We have thus shown that the overlap (y'z' iYz) satisfies 
the equations (4.8), (4.13), and (4.19), which are identical 
to the equations (3.24) satisfied by (y'z'IK 2Iyz), so that we 
can take 

(y'Z'IK2Iyz) = (y'z'lyz). (4.21 ) 

In the next section we shall evaluate explicitly the over­
lap (y'z'lyz) and in Sec. VI determine, with its help, the 
matrix elements of K 2 with respect to the boson states 
(2.18). 

V. DETERMINATION OF THE OVERLAPS FOR 
COHERENT STATES OF THE sp(4, R) LIE ALGEBRA 

The overlap of coherent states of sp ( 4, R) is given by 

(y'z'lyz) = (wslexp( y'J _ ) {exp(z' • B)exp(i' Bt)} 

Xexp(jiJ +) Iws), (5.1) 

and hence it is a matrix element of an operator associated 
with the symplectic group. To evaluate it we try to write the 
operator inside the curly bracket of (5.1) in a canonical form 
where we first have exponentials of linear combinations of 
raising generators B i, then of the operators J j and./V of a 
u(2) subalgebra ofsp(4, R), and finally of Bj> i.e., 

(wslexp( y'J _ ){exp(z" B)exp(i· Bt)}exp( yJ +) Iws) 

= (wslexp( y'J _ ){exp(d' Bt)exp(e..Ai") 

Xexp( f· J)exp(c' B)}exp( yJ +) Iws}, (5.2) 

where e is a scalar and c, d, and f are vectors, all of them 
functions of z' and z, which we shall proceed to determine 
below. The advantage of the form (S.2) is that the applica­
tion of B j to the state exp ( yJ + ) I ws} translates, through the 
commutation relations (2.2e), in having an operator B k act­
ing on Iws), which from (2.6) gives zero. Through the Her­
miticity property we also get 

(wslexp( y'J_)Bi = (Bj exp( y'J+) Iws»t = 0, (S.3) 

so we would conclude that 

(y'z'lyz) = (wslexp(y'J_)exp(e..Ai") 

Xexp(f· J)exp( yJ +) Iws), (S.4) 

and thus the overlap is a matrix element of a representation 
of a GL(2,C) as y', e'/I'/2,h, and yare arbitrary complex 
numbers. This representation can be obtained by procedures 
discussed by Louck. 15 

To obtain e, c, d, and f we now consider a matrix repre­
sentation of ./V, J j , B T. and B; and we shall use the defining 
one given in (2.3). From (2.3b) and (2.3d) we have that, as 
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matrices, BiB J and B; Bj vanish and thus 

exp(i' Bt) = (~ ~), 
, (I 0) 

exp(z 'B) = Z' I ' 

where all submatrices are 2 X 2 and 

- . - f l -
iZ2 

Z= -1(Z'O')0'2= _ 
-Z3 

( 
-z; - izi 

z' = iU2(Z" 0') = 
zi 

Similarly we have 

eXp(d'Bt)=(~ ~), 

exp(c·B) =(~ ~), 
where 

D = - i(d· 0')0'2' 

C = iU2(C' 0'). 

Finally we can write 

zi ) 
z' -iz' . 

1 2 

(
eXpel 

exp(e..Ai") = 0 

(
eXPF 

exp(f· J) = 0 

exp( ~ elJ, 

exp( ~FtJ, 
where t indicates Hermitian conjugate and 

F=O'·f, 

Ft = (0" f) t = (0" f) = (j. f, 

as the Pauli matrices are Hermitian. 
Introducing the notation 

G=el +F, 

(jt = el +F\ 
we see that Eq. (5.2) becomes 

(:' I+;'Z) 

(S.Sa) 

(5.5b) 

(S.6a) 

(S.6b) 

(S.7a) 

(S.7b) 

(S.8a) 

(S.8b) 

(S.9a) 

(S.9b) 

(5.lOa) 

(5.lOb) 

(S.l1a) 

(S.l1b) 

= (exp G +De~( - (jt)C 
exp( - Gt)C 

D exp( - (jt») 
exp( - (jt) , 

from which we obtain 

exp( - (jt) = (l + Z'Z), 
C= (l +Z'Z)-IZ', 

D = Z(l + Z'Z)-I, 
exp(G) =1 - Z(l +Z'Z)-IZ' 

(S.12) 

(S.13a) 

(S.13b) 

(S.13c) 

=1 - (l +ZZ')-IZZ' = (l +ZZ')-I, 
(5.13d) 

where we used the series expansion of (l + ZZ ') -I to obtain 
the result on the right-hand side of (S.13d). 

Now we see that the reciprocal of the 2 X 2 matrix 

X==I+ZZ'=I- (O"z)(O"z') (S.14) 
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is given by 

X- 1 - _1_( X22 

detX -X21 

-Xl2) , 

X ll 

(5.15) 

where we denote by xa/J; a, f3 = 1,2, the components of X. 
From (5.14) we have 

detX = I - tr[ (0-' z)(o-' z')] + det[ (0-' z)(o-' z')] 

= 1-2(z'·z) + (z"z')(z'z), 

while 

X ll = 1 - zoZo + 2Z_ 1z;, 
- X 12 = ..fiZoZ'- 1 -..fiZ - IZO' 

- X 21 = - ..fiZIZO + ..fiZoZ;, 

X22 = 1 - zoZo + 2Zlz'_I' 

( 5.16) 

(5.17a) 

(5.17b) 

(5.17c) 

(5.17d) 

where in (5.17) we use the spherical components of the vec­
tors, i.e., 

Z'± 1 = + (lIv2)(z; ± iz~), Zo = zi; 

Z ± 1 = + (lIv2)(zl ± iZ2 ), Zo = Z3' 

From (5.13) we have then that 

exp(G) =X- I
, exp( - Gt) =X t =X, 

where - stands for the transpose of the matrix. 
We tum now our attention to 

exp(y'J_), exp(yJ+), 

( 5.18) 

(5.19) 

(5.20) 

when we consider Ji , i = 1,2,3, as the matrices given by 
(2.3c) so that 

o ) (X-I X~) (Yo 
(1',)-1 0 

J+ = (0"0+ 0) , 
0"_ 

(5.2Ia) 

(0"_ 
J_ = 0 -~J, (5.21b) 

where 0" ± = 0"1 ± i0"2 are the 2X2 matrices 

0"+ = (~ ~), (5.22a) 

0"_ = (~ 0) o . (5.22b) 

As 0" ~ = 0, we have that 

'J) (1 0) (Y'O"_ exp( y - = 0 1 + 0 

(
Y' 0) 

= 0 (1")-1' 
(5.23a) 

exp( YI+) = (~ ~) + ~~+ 

= (! (Y~-I)' (5.23b) 

where 

, (1 0) 
Y=.y'I' (5.24a) 

- (1 y) 
Y= 0 I . (5.24b) 

The matrix that corresponds to the operator appearing 
in (5.4) becomes 

(5.25) 

and thus we see, that the transformation associated with the operator appearing in (5.4) is characterized by the 2 X 2 matrix 

- X12) (I ji) 
X ll 0 I 

X2~ -XJ2 ) 

y'jiX22 - X 21 ji -Y'Xl2 + X ll • 

(5.26) 

The discussion carried between Eqs. (5.5) and (5.26) 
concerned the matrices associated with the defining repre­
sentation of the four-dimensional symplectic Lie group. The 
matrix element of the operator appearing in (5.4) is then an 
element of the representation for the lowest weight state J ws) 
of (2.6) of a two-dimensional general complex linear group 
associated with the matrix Q of (5.26) for a partition 
[h to h2 ] which, from (2.7) and (3.81), is given by 

hi = W + s, h2 = W - s. (5.27) 

In the analysis of Louck 1~ the lowest weight matrix element 
of this representation is given by a diamond pattern whose 
value is 
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= (q22)2s(detX) - (w-S). (5.28) 

Substituting (5.17) in (5.26), we then conclude that the 
overlap becomes 

(y'z'Jyz) = v112sJl. - (w + s), (5.29) 

where vii is given by 

vii = (1 + y'y) (1 - z' • z) - v2€,q'q" vqz;.Zq" , (5.30) 

with E being the antisymmetric tensor in indices 
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q = 1,0, - 1, which is 1 ( - 1) for an even (odd) permuta­
tion of 1,0, - 1, and zero for repeated indices. The three 
components q = 1,0, - 1 ofvq are given by 

VI =y', Vo= (1/~)(1-y'y), V_I = -y, (5.31) 

while 

a = detX= [1- 2z' oz + (z' oZ')(Zoz)]. (5.32) 

To construct the operator relations underlying Eq. 
(5.2), we used the defining matrix representation. In view of 
the parameters y'z' and yz we are dealing on the matrix level 
with the complex extension Sp( 4,C) of the symplectic 
group. This offers no problem except for the assumption 
made in Eqs. (5.13b)-(5.13d) that (I - Z ''2) be invertible. 
In an approach based on the analytic parametrization of co­
sets16 it is shown that both Z' and Z must be restricted to a 
Siegel domain, that is, we require 

(5.33) 

Then it can be shown that (l - Z ''2) is invertible. 
On the operator level we are dealing with an infinite­

dimensional unitary representation of the real symplectic 
group. This representation in general cannot be extended to 
the complex symplectic group so that Eq. (5.2) cannot be 
justified by operator multiplication. This difficulty is re­
solved by noting that the operators are not applied to a gen­
eral state in the representation space but rather to the lowest 
weight state. 

Finally we note that Eq. (5.28) contains a half-integer 
power of the determinant of the complex matrix X. The pre­
scription for this power is obtained from Bargmann's 17 anal­
ysis of the metaplectic representation. 

In the next section we make use of the explicit expres­
sion (5.29) of the overlap and the relation (4.21) to deter­
mine the matrix elements of K 2 with respect to the boson 
states (2.18). 

VI. MATRIX ELEMENTS OF K2 WITH RESPECT TO THE 
BOSON STATES 

We start by expressing the coherent state (3.1) in terms 
of the boson states (2.18). For this purpose we recall that the 
coherent state for the Weyl Lie algebra tv( 1) can be devel­
oped in terms of one-dimensional harmonic oscillator states 
Iv) as 

00 ZV 00 

exp(zbt)IO) = L I (bt)''IO) = L Iv)(vlz), (6.1) 
y=o v. y=o 

where (viz) = (v!) - 1/2ff. A similar result holds for tv(3), 
but in this case we characterize the three-dimensional har­
monic oscillator states by total number of quanta v, angular 
momentum I, and projection p" i.e.,18 

exp(z 0 bt ) 10) = L Py~ (z)Py~ (bt ) 10) 
yl,.. 

= Ilvlp,)( vip,lz), (6.2) 
y~ 
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where 

Ivlp,) = Py~ (bt ) 10) 

= AYI (bt 0 bt)(Y-/)/2~ lp (bt ) 10), (6.3) 

with ~ I,.. ( v) being the solid harmonic (3.101) and AYI the 
normalization coefficient (5.91). The bracket (zlvlp,) 
= Pyl,.. (z) and (vip,lz) is its conjugate. 

We now note that the state Is) of (3.2) is the lowest 
weight state of spin s and so we cannot apply to it powers of 
S+ larger than 2s. Thus19 

s 

= L Isu)(sulY) , (6.4) 
a= -$ 

where Isu), given by the first curly bracket, is now a spin 
state with projection u = - s, - s + 1, ... ,s while (sulY) 

= (ylsu) is given by the second curly bracket. 
Using the orthonormality property of Clebsch-Gordan 

coefficients when summed over jm we can now write 

IYz) = \"' Iv[/s] jm)(v[/s]jm iYz) , 
~ 

where, as in (5.101), we have 

while 

(6.5) 

(6.6) 

(yzlv[/s]jm) = (v[/s]jmiYz) = [(zlv/)x(yls)]}m' 

(6.7) 

Note that if we substitutedy,z by y',z' in (6.7) we can 
immediately check that (z' I vip,) and ( y' Isu) are irreducible 
tensors with respect to the L; of (3.21a) and S; of (3.15), 
characterized, respectively, by 1 and s, and thus the state 
(y'z'lv[/s]jm) is associated with an irrep j of a SU(2) 
group whose generators are J; = L ; + S ;; i = 1,2,3. 

As (zlvlp,) and (ylsu) are orthonormal statesll,12 in the 
complex Hilbert space of measure (3.4) this holds also for 
(yzlv[/s] jm) of (6.7) and thus we can write 

(v[/'s]jIK2 Iv[/s]j) 

= f f(v[/'s]jmlY'z') 

Xdp,( y',z') (y',z'IK 2 IYz)dp,( y,z) 

X (yzlv[/s]jm), (6.8) 

in which the matrix element is diagonal in v,j and indepen­
dent of m, as from (3.24a) and (3.24b), (y'z'IK 2 IYz) is a 
scalar of the u(2) Lie subalgebra ofsp(4, R). The volume 
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element dp,( y,z) is given by withp taking the value (3.4). 

dp,(y,z) =p(y,ji,z,z)dReydlmy 

3 

X II (dRezj dlmzj ), 

j=1 

(6.9) 

To evaluate (6.8) explicitly we first develop separately 
the two factorsvR2s and a - (w+s) appearing in (y'z'IK 2Iyz) 
of (5.29) in terms of the complete set of orthonormal states 
(6.7), i.e., 

(y'z'IK 2Iyz) = r {( y'z'IN [L 's]JM) (N [L 's]J IvR2s1N [Ls]J) (N [Ls]JM Iyz)} 
vNL'L 
JMAa 

x{(z'lv -NAa)(v-N,A la - (w+S)lv_ N,A)(V- N,Aalz)}, 

where again we use the fact that vR2s and a - (w + s) separately are also scalars of the u (2) Lie subalgebra. 
Using the orthonormality property of Clebsch-Gordan coefficients we can then. write (6.10) as 

(y'z'IK 2Iyz) = r r r[(z'lv-NA)X[(z'INL')x(y'ls)]J]jm 
vjmNL'L V 

X (N [L 's]J IvR2sIN [Ls]J)(v - NA la - (w+S)lv - NA) [(zlv - NA) X [(zINL) X (yls)]J Lm . 

We now carry a recoupling of the states and a reduction ofthe products [(zlv - NA) X (zINL) h .. to get 

[(zlv - NA) X [(zINL) X (yls)]J ]jm 

= r[(2/+ 1)(2J+ 1)]1I2( -1)I+J-A- sW(/jU;SA)H(A,L,/) 
I 

where 

AVI = ( - 1)(v-I)/2(41T)1/2[ (v + 1+ 1)!!(v _ /)!!] -1/2, 

HU'I "I) = [(21' + 1)(21" + 1)] 1/2[41T(21 + 1)] -1/2(/'0,/ "OliO), 

and W is a Racah coefficient. 

(6.10) 

(6.11 ) 

( 6.12) 

(6.13a) 

(6.13b) 

Substituting (6.12) in the left- and right-hand side of (6.11) and going back to expressions (6.6) for the matrix elements 
of K 2 with respect to the boson states, we obtain 

(v[/'s] jlK 2Iv[/s] j) 

= r {( - 1)1' +J-A -S[ (2/' + 1) (2J + 1) jI12 W(/ jL 'J;SA)Av_NAANL' (A vl ') -1( _ 1 )1+J-A-s 
NL'LAJ 

X [(21 + 1)(2J + 1)] 1/2W(/jLJ;SA)Av_NAANdAvl) -IH(A,L',/ ')H(A,L,/) 

X (N [L 's]J IvR2S IN [Ls]J) (v - NA la - (w+S)lv - NA)}. (6.14) 

We now have to obtain the matrix elements of vR2s and a - (w+s) with respect to the states of type (6.6). We start by 
introducing what we could call the cylindrical states in the spacey, Zj through the definition 

(Z )(N-T+p)/2(Z )T(Z_ )(N-T-!-'l/2(ylsu) 
(yzIN1'p,SU)= 1 0 I 

- [(N - l' + ,u)/2)!1'!(N - l' - ,u)/2)!] 1/2 
(6.15 ) 

The states (6.6) can now be expanded in terms of (6.15) as 

(yzlN [Ls]JM) = r r{( yzIN1',uSU) (Lp,,suIJM) (N1'P,INLp,)}, (6.16 ) 
f.UI T 

where the angular bracket is a Clebsch-Gordan coefficients, while the last round one is the transformation that relates the 
cylindrical and spherical states of the three-dimensional oscillator20 

(N1',uINL,u) = ( - 1)(N-L)/22(N- T)/2 -L [(2L + I)(L - p,)!1'!(N +,u - 1')12)!p /2 

X [(N + L + 1)!!(N - L)!!(L + ,u)!(N -,u - 1')/2)!] -1/2 

(_I)k(N-L +k)!(2L-2k)! 
X ± 2 [(P,+1'-L +k)r]-I 

k=O k!(L-k)!(L-2k-,u)! 2 .. 
( 6.17) 
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We then have that 

(N [L 's]J 1.ff2s IN(Ls)J} = f f (N [L 's]JM Iy'z'}dp( y',z') (Y'Z'I.ff2sI.vz}dp( y,z) (yzlN [Ls]JM) 

= 2: 2: 2:{(L 'p',su'IJM)(NL 'p'INr'p'} (Lp,suIJM) (NrpINLp)(NT'p'su'I.ff2s INTpSU)}, 
-r'r /L'/L o'u 

( 6.18) 

where 

(Nr'p'su'I.ff 2s INrpsu) = f f {(N1"'p'su'IY'z'}dp( y',z') (y'z'I.ff2s lYz}dp( y,z) (yzINTpsU}}. (6.19) 

The matrix element (6.19) is easy to evaluate because of the orthonormality of powers ofy andzq , q = 1,0, -1, with 
appropriate coefficients 11,'2 with those of the correspondingy and Zq. Thus developing.ff2s in terms ofy', z;, y, andzq with the 
help of the binomial theorem, we get 

(N1"'p'su' 1.ff2s IN1"psu) 

= (_lY+/L+/L'+u2N -(r+-r')I2[(s+u)!(s_u}!(s+u'}!(s_u'}!]'/2 

x[(N -: -P}1",!(N -: +P}(N -~-P}T{N _~+p}]112 

(
1"+1"'-U-U')[ (1"+1"'-U-U' )]-' X~ 2 -N+s+y! (N-1$-u-u'+2y)! 2 -s+y! Dr' (6.20) 

where 

Dr=~[(S-u- N-~+P -d}d{ -s+y-u'+d+ N-~+P} 

( N 1"' p' ) (N 1"' p' ) X y- - 2 - +d! - 2 - -d !(s+u'-y-d)! 

X ( 1"' - 1" ~ P + p' + d }(s _ Y + u' + u ; 1" - 1"' _ d } r '. (6.21 ) 

Turning our attention now to Il. - (w + 5), we show in the Appendix that 

(v _ NA. Ill. - (w +s) I v _ NA. ) = ( v - N + 2w + 1$ - A. - 3 )!! ( v - N + 2w + 1$ + A. - 2)!! 
(2w + 1$ - 2}!!(2w + 1$ - 3)!! 

(6.22) 

Substituting (6.20) in (6.18), and the latter together 
with (6.22) in (6.14) we getthe explicit form of the matrix 
elements of K 2 with respect to the boson states (6.6). 

As indicated in paper I, once we have the matrix ele­
ments of K 2 with respect to the boson states (6.6) our prob­
lem is to find those of K. As K 2 is diagonal in v,j, and m, we 
have to deal only with the finite Hermitian matrices in I ' and 
I for fixed values of v andj, where I' and I are restricted by 

Ij-sl..;;;I',I..;;;j+s; v-I, v-I' are even. (6.23) 

To obtain the matrix K we have to diagonalize K2, take its 
square root (which is feasible as all the eigenvalUes of K 2 are 
non-negative), and then return K to the original basis. All of 
this is possible numerically but unfortunately not analytical­
ly if the secular equation is of order higher than 4 and thus an 
explicit analytic boson realization of sp( 4, R) cannot be car­
ried out as we stressed in paper I. The expression (6.14) for 
the matrix elements of K 2 with respect to the states (6.6) is, 
though, fundamental for the calculation of the matrix ele­
ments of the generators of a sp( 4, R) Lie algebra with re­
spect to the basis of irreps of the corresponding group, as we 
proceed to show in the next section. 
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VII. MATRIX ELEMENTS OF THE GENERATORS OF 
sp(4, R) WITH RESPECT TO THE IRREPS OF THE 
CORRESPONDING GROUP 

By exactly the same analysis as that of Sec. VI, we see 
that the coherent state (4.1) associated with a sp( 4, R) Lie 
algebra can be expanded as 

Iyz) = ~ Iv[/s]jm) (v[ls]jmlyz), (7.1) 
~ 

where the round bracket is still given by (6.7), while the 
angular ket now takes the form 

Iv[ls]jm)=2:(/p,suljm)Pylp (Bt) I wsu) , (7.2) 

where 

Iwsu) = - p+ulws). [ 
(s u)! ]112 

(1$)I(s + u)! + 
(7.3 ) 

As we indicated in paper I, the states (7.2) are basis for 
the irreps of the chain of groups 

Sp(4, R) ::>U(2) = U(1) xSU(2); SU(2) ::>0(2), 
(w,s) y j j m 

(7.4) 
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where underneath each group we give the quantum number 
characterizing its irrep. The number I is a multiplicity index 
that distinguishes the different states in a given irrep (ws) of 
sp(4, R) that have the same irrep v,j ofU( 1) XSU(2). 

The basis (7.2) is not orthonormal8 and thus to be able 
to use it we need first to calculate the overlap ofits states, i.e., 

(v[/'s]jlv[/s]j), (7.5) 

where as v,j, and m are associated with irreps of the groups 
U(1), SU(2), and 0(2), they must be the same in bra and 
ket and the overlap is independent of m. 

From the orthonormality properties of the 
(yzlv[/s]jm) discussed in Sec. VI, we immediately con­
clude that 

(v[l's ]jlv[/s] j) 

= f f{(v[l's]jm1y'z')d,u(y',Z')(y'z'lyz) 

Xd,u( y,z)( yzlv[ls]jm)}, 

so that from (4.21) and (6.8) we get 

(7.6) 

(v[l's]jlv[ls]j) = (v[l's]jIK 2Iv[ls]j), (7.7) 

where the right-hand side of (7.7) is given by (6.14). 
Thus we have an explicit, analytic, and closed expres­

sion for the overlap (7.5), which for fixed v,j, and m gives 
the elements of a finite Hermitian matrix, as I' and I are 
restricted by (6.23). The unitary matrix that diagonalizes 
the overlap matrix, together with the square roots of the 
eigenvalues of the overlap matrix, will allow us to transform 
the nonorthonormal basis (7.2) into an orthonormal one. 

It is sufficient now to calculate the matrix elements of 
the generators of the sp ( 4, R) Lie algebra with respect to the 
states (7.1), as the explicit form of the overlap matrix will 
allow us to evaluate them and, if we wish, to transform them 
to an orthonormal basis by the procedure indicated in the 
previous paragraph. 

We have then, using spherical components with index 
q = 1,0, - 1 for the vectors, that 

(v[l 's]jmlfflv[ls]jm) = v(v[l's]jlv[ls]j), (7.8a) 

(v[l 's] jm'IJqlv[ls] jm) 

= [j(j + 1)] 1/2(jm,lqlj'm') (v[/ 's]jlv[ls]j), 
(7.8b) 

(v+ 1 [1's]j'm'IB:Iv[ls]jm) 

= (v[/s]jmIBqlv + 1 [/'s]jm) 

= (jm,lql/m')(v+ 1 [1's]/IIBtllv[/s]j), (7.8c) 

where 

(v + 1 [l's]j liB til v [ls ]j) 

= (_1)I+j-S(2j+ 1)112 

X {W(/ + 1 ,l,j' ,j; ls)[ ( v + I + 3) (/ + 1)] 1/2 

X (v + 1 [l'slliv + 1 [l + 1,s]/) 

+ W(/-I,I,j',j;ls)[(v-I+2)/]112 

X(v+ 1 [l'slliv + 1[l-I,s]j')}. (7.8d) 
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The values (7.8a) and (7.8b) are obvious, while (7.8c) and 
(7.8d) can be calculated by the same recoupling techniques 
as the matrix element of a creation operators applied to 
states of a particle with spin s in a three-dimensional har­
monic oscillator potential. 18 Note that the matrix element of 
Bq can be obtained by Hermitian conjugation, if we lower the 
index in (7.8c), i.e.,Bq= (-l)qB_ q. 

With the matrix elements (7.8) we can carry out calcu­
lations for spectra and shape of many body systems in a 
physical space of two dimensions. 

VIII. CONCLUSION 

We showed in the present paper that the matrix ele­
ments of the operator K 2 with respect to boson states, which 
are essential for the boson realization of the sp( 4, R) Lie 
algebra, can be obtained in closed form from the overlap of 
sp ( 4, R) coherent states. Furthermore we used these matrix 
elements for the explicit determination of those of the gener­
ators of the sp ( 4, R) Lie algebra with respect to the basis of 
irreps of the positive discrete series for the corresponding 
group. 

Our analysis can be extended to sp(2d, R) where the 
overlap of coherent states can be obtained by reasoning simi­
lar to that presented in Sec. V. In fact this overlap has al­
ready been determined for the case ofsp(6, R) by Kramer 
and Papadopolos!3 and by Quesne. 14 The determination of 
the matrix elements of K 2 with respect to the boson states 
corresponding to sp (6, R) can be obtained by a procedure 
similar to that developed in Sec. VI, though it will be more 
complex, as now the expression corresponding to (5.29) will 
have three instead of two factors and the recoupling tech­
niques involve the SU (3) instead of the SU (2) group. 

ACKNOWLEDGMENT 

Two of the authors (0. C. and M. M.) are indebted to C. 
Quesne for many helpful discussions on the subject of this 
paper. 

APPENDIX: DETERMINATION OF (z'l~ -(WH)lz) 

The function (z'I~-(w+S)lz) can be expanded as fol­

lows: 
(z'I~-(w+S)lz) 

= i i (- w - s) ( - w - s - k) ( _ 2) lU1V\ 

k=OI=O k I 
(AI) 

where the binomial coefficient (~) = [p( p - 1) 
... (p - n + 1) ]In!, while u=z'· Z, and v==(z'· z') (z' z). 

Using the addition theorem of spherical harmonics it is 
straightforward to show that 

ul = l!41TI,' ± ~ J.(Z (z') ~ J.(Z (z) CA2) 
J. (z=-A (/-Ji)!!(/+Ji+l)!!' 

where the prime in the symbol of sum indicates that Ji = I, 
I - 2, ... , ° or 1 depending if I is even or odd. 

Substituting Eq. (A2) in (AI), simplifying the binomi­
al coefficients, and with the change of index I = r - 2k, we 
get 
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00 , A {OO (_ 1) k (2r + 2w + 2s - 2k - 2)!! 1 } 
(z'la-<W+sllz)=LL L L 

y=O A a=-A k=O k!2k(r-2k-A)!! (r- 2k + A +1)!! 

417" 
X (Z'lrAa)(rAalz), 

IAYA 12(2w + 2s - 2)!! 
(A3) 

where the coefficientA YA is given by (6.13a) and (zlrAa) by 

(zlrAa) =AyA (z o z)<Y- Al/2§'Aa(z). (A4) 

The curly bracket in Eq. (A3) can be identified with an 
hypergeometric function 2 Fl (a,b;c;l), i.e., 

{}= (2r+2w+2s-2)!! 
(r+A + 1)!!(r- A )!! 

[ 
r+A+l r-A. .] X 2 F1 - 2 '--2-,-r- w + 1,1. 

This hypergeometric function can be summed21 

(c - a)m 
2 F l(a,-m,c;1) = ---­

(c)m 

where the symbol (a)m=a(a + 1)···(a + m - 1). 
From the equations (A3) and (AS) we find that 

(z'la - <w+sll z ) 

(AS) 

(A6) 

(r+ 2w + 2s-A - 3)!!(r+ 2w + 2s +A - 2)!! 

= y~a (2w + 2s - 2)!!(2w + 2s - 3)!! 

X (z'lrAa) (rAalz). (A7) 

Taking the scalar product with (rAalz') (zlrAa), we arrive 
at the result given in Eq. (6.22). 
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The Fourier transform of confining potentials 
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(Received 21 August 1985; accepted for publication 26 November 1985) 

The precise meaning of the Fourier transform of Ix I v is examined. A general expression is given 
for real positive v. For odd v, derivatives of principal value integrals are obtained, while even v 
gives rise to derivatives of the delta function. 

Within the framework of quantum chromodynamics 
(QCD) the basic quark-quark interaction is the one gluon 
exchange. In addition, a widely accepted feature of QCD is 
that it leads to confinement. As a consequence, the static 
part of the effective quark-quark interaction is expected to 
increase at large distances. A simplistic argument leads to a 
linear power law1

•
2 as this is the one-dimensional Fourier 

transform of the gluon propagator q - 2; the one-dimensional 
transform is taken to mimic confinement. The actual asymp­
totic behavior may well be different from a linear power 
law.3

•
4 For a one-dimensional quark gas, sensible mean field 

solutions can only be obtained for Ix I ", v < 1; in this case a 
clustering solution has been found to exist with an energy 
lower than that for the uniform solution.5 

In this paper we address ourselves to the mathematical 
problem with regard to potentials that increase at large dis­
tances. In particular, the precise mathematical meaning of 
their Fourier transform is scrutinized. This is of importance 
since many practical calculations are performed in the mo­
mentum representation. We restrict ourselves to one dimen­
sion and consider 

Vex) = lxiV, v;;;.O. (1) 

The Fourier transform does not exist a priori. A tentative 
definition that is physically attractive is to consider the limit 
of a screened potential, viz. 

(2) 

which yields 

V(q) = 2r( v + 1)lim cos( v + 1 )arctan(qlJ.t)) 
1'-+0 (q2 + J.t2) (v+ 1)12 

2r( v + 1)sin( 17'V/2) 
Iqlv+1 

(3) 

Strictly speaking the limit is valid only for qi=O. It is exactly 
at q = 0, where a precise meaning has to be given to V(q). 

In actual applications one is usually faced with expres­
sions of the nature 

j(k) = f: 00 dq V(k - q)g(q), (4) 

where we now assume g(q) to be smooth and sufficiently 
decreasing for large q. We thus consider 

j(k) = r(v+ 1)limfoo dq[ 1 I 
1'-+0 - 00 {,u - i(k - q»"+ 

+ (,u + i(k ~ q»)V+ I ]g(q). 
(5) 

Integration by parts yields 

j(k) = r(v+ 1) limJoo dq [ (-i)v+
1 

V 1'-+0 - 00 (q - k - iJ.t)" 

;,,+1 ] + g'(q). 
(q - k + iJ.t)V 

(6) 

To facilitate the discussion we restrict ourselves for the mo­
ment to 0 < v < 1 and set k = O. Under the assumption that 
g' (q) is analytic in a J.t neighborhood of q = 0, the limit can 
be rewritten as 

r(v+ 1) lim(fOOdq2COs!1T(V+ 1)g'(q) 
v I'-.{J JI' q" 

+ dq + -- g'(q) J-I' [(_i)V+I 1",,+1] 

_ 00 Iql"e - i1TV Iql"ei1TV 

1 ( i) ,,+ I 1 I"" + I ) 
+ dq - " g'(q) + dq----;-K'(q) , 

c, q c, q 
(7) 

where the contours C1 and C2 are semicircles of radius J.t 
around q = 0 in the lower and upper plane, respectively. On 
the same footing, the phases for negative values for q in the 
second integral are e - itT and eitT

, respectively. Since, for 
v < 1, q - v is integrable at zero, the limit can be taken for the 
first two integrals, while each contour integral is of order 
J.tl-v. We eventually obtain 

ji(k) - 2r(v+ 1) . 1 Joo d sgn(k-q) '( ) - sm ---1TV q g q , 
v 2 -00 Ik-qiV 

(8) 

which is well defined if the derivative of g is well behaved. 
The cases v = 0 and v = 1 follow at once: 

j(k) = 21Tg(k) , for v = 0, 

as anticipated from V(q) = 21T8(q), and 

j(k) = 2foo g'(q) dq, for v = 1. 
-00 k-q 

Note that in the latter case the two contour integrals in Eq. 
(7) cancel in the limit J.t-o. For the principal value integral 
to be well defined, the derivative of g(k) must actually be 
Holder continuous.6 In this case we can also use (v = 1) 

j(k) = 2.!£ COO g(q) dq. 
dk'J- 00 k - q 

It is now a simple matter to apply the same principle for 
v> 1. Integrating in Eq. (5) by parts n times for 
n - 1 < v < n, we obtain 
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f(k) = - 2r(v+ 1) sin~ 
v(v-1) ... (v-n+l) 2 

xf"" dq [sgn(q - k) 1ft g(ft)(q). 
_"" Ik_qIV-ft+l 

For even v it is known that 

V(q) = ( - l) v1221T£5(V) (q). 

This is in accordance with Eq. (9), where 

f(k) = ( - l) V/221Tg(V)(k) 

(9) 

( 10) 

(11 ) 

is obtained for v---+n - 1 when Eq. (9) is used for odd n. It is 
instructive to compare Eq. (3) with Eq. (10). Likewise, for 
v---+n, n odd, in Eq. (9), we find 

f(k) = 2( - 1)(,,-1)/2(~)" ,"" g(q) dq. (12) 
dk J- ""k-q 

Thus we have found a precise meaning of the distribu­
tion V(q) being the Fourier transform of Ixl". The physically 
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interesting case is probably v< 1, but larger values of v have 
also been used. 3 
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A class of sums of Gegenbauer functions: Twenty-four sums in closed form 
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Series of the type ~:=o (n +A,) [C~ (1)]2 -k-I- m IIL I c~ (Xh ) . II~= I D~ (Z;) 

. IIi = I ;r,~ (u j ) are studied. Here C ~ is Gegenbauer's polynomial, also called the "ultraspherical 
polynomial," and D ~ and ;r,~ are Gegenbauer functions of the second kind. Interrelationships 
and analytic properties are discussed, and closed forms for 24 of these sums are given, more than 
half of which are new. 

I. INTRODUCTION, DEFINITIONS, AND SUMMARY 

A. Introduction and summary 

Series I and integrals2
-

5 of Gegenbauer6
• 
7 (or ultraspher­

icaI8
•
9

) functions and associated Legendre lO functions have 
been studied for a long time. Closed formulas for such series 
and integrals have proved useful in physical applications. On 
the other hand, sometimes a new "purely mathematical" 
closed formula follows from physical considerations. II 

Recently there has been much interest in series and inte­
grals of products of Gegenbauer and Legendre functions; 

A k 12 D d 13,14 R h 15,16 D' 17 see, e.g., s ey, uran , a man, In, van 
Haeringen, 18-20 Askey et al.,21 and Rahman and Shah.22

•
23 

In this paper we study a particular class S~lm (to be 
defined shortly) of sums of products of Gegenbauer func­
tions. We obtain a large number of these sums in closed form 
and discuss various interesting aspects. Especially when the 
variables are situated on the interval ( - 1, 1) the evaluation 
of certain sums can be tricky. In particular, S~IO turns out to 
have a closed form that is quite complicated, even more than 
claimed by Rahman and Shah23

; we correct the closed form 
for S~IO (in our notation) given by these authors. 

Let us define the series 

:=a
A
- I f (n+A,)[C~(1)]2-k-I-m 

n=O 

kim 
X IIC~(Xh)' IID~(Z;)' II;r,~(Uj)' (Ll) 

h=1 ;=1 j=1 

Here II?= I : = 1, 

aA-
I : = l/aA : = 21TI!2r(A,)/r(A, + 1) 

is included for convenience, and C ~, D ~ , and ;r,~ are Gegen­
bauer functions to be defined below. In particular, 

C~(1) = (U)v/r(v+ 1), 

where the shifted factorial (U) v is defined by 

(U)v : = r(U + v)/r(U). 

We shall identify a convergent series with its sum. In order to 
avoid the use of sUbscripts we shall not employ the variables 
XI"'" as in Eq. (1.1), but X, y, z, and u instead, and write 
these explicitly only if necessary. Thereby we assign as many 
variables as are needed to the Gegenbauer functions in the 
standard order C ~, D ~, ;r,~. Thus, for example, 

S
A -I ~ l C~(x)C~(z);r,~(u) 
201 (x,z,u): =aA £... (n +/l.)----..:.:--~-

n=O C~(1) 

and 
00 

S~IO (x,y,z,u) : = aA- I L (n + A,)C~ (x)C~ (y) 
n=O 

The aim of this paper is sixfold. 
( 1 ) We wish to prt::sent in a systematic and compact way 

closed expressions-in an elegant and optimal, maximal-re­
duced form-for all the sums S ~lm that can be expressed in 
terms of a single hypergeometric function. 

(2) We wish to correct the expression recently given in 
the literature23 for S ~ 10 • 

(3) We wish to discuss several interesting relations that 
connect the different sums S ~lm' with emphasis on analytic 
continuation. 

( 4) We wish to show how the closed forms under (1) 
can be obtained in a simple way, and explicitly give a few 
proofs. 

(5) We wish to work out a few particular cases in which 
the Gegenbauer functions reduce to more elementary func­
tions like sines and cosines. 

(6) We wish to give some new formulas involving the 
Gegenbauer functions. 

We wish to give a systematic account ofthe sums S~lm 
that can be evaluated in a relatively simple closed form. For 
the more general case of S~, .... ,ap with a;EN: = {O, I, ... } and 
u:=~a; there are (u+~-I) different sums to be distin­
guished. Thus for O.;;;u.;;;s there are 

utJu+~ -1) = e:p
) 

different sums. In the present casep = 3; takings = 4 we see 
that there are (4 ~ 3) = 35 different sums Stirn' 

We shall give closed forms for 23 of these 35; in addition 
we shall evaluate S ~oo for the special case in which all the 
variables are equal to zero; see Table I. We conjecture that 
the remaining sums S tim can be reduced at best to a double 
integral. 

We have evaluated many more series of products of Ge­
genbauer functions of a related type; these will be published 
in the near future. 24 
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TABLE I. The 24 sums of the type S ilm whose closed forms are given in the 

text. HereklmstandsforSilm (x.y.z. u).o': = k + I + m.andd: = 1+ m 
(k.l. m = 0.1 •... ). The members of the triads are closely related; for exam­
ple. 100 and 010 follow from 001 by analytical continuation. by application 
of Eqs. (1.9) - (1.11). The square brackets indicate a restricted case: 211 
and 220 are evaluated only for A = 1. whereas 500 and 030 are evaluated 
only for x = Y = z = u = o. 

0'= 0 2 3 4 5 

000 001 101 201 301 
d.;;;1 100 200 300 400 [500] 

010 110 210 310 

002 102 202 
d.;;;2 011 III [211] 

020 120 [220] 

d=3 [030] 

The sum S ~oo was evaluated by Dougall,25 and S ~1O by 
Rahman and Shah.22 Further, we obtainedl9 S ~~i, which 
was generalized to S ~01 by Rahman and Shah.23 Sums that 
follow from these by a simple reduction may be considered 
as known, too, except for the conditions to be imposed for 
the convergence of the series (see Sec. II). The results for the 
remaining sums ( 13 in total) of Table I are new, to the best of 
our knowledge. Moreover, their interrelationships, especial­
ly by means of analytic continuation (Sec. II), have presu­
mably not been discussed in this form before. Not unexpect­
edly, the most complicated sums of Table I are those with 
cr==.k + I + m = 4. 

In general, A may be complex, with the exception of the 
nonpositive half integers. We assume that - UEEN unless 
there is evidence to the contrary; the limits for A---+ - !n, 
neN, are easily evaluated (cf. Sec. VII). In some derivations 
A must be restricted to 0 < Re A < 1; the final closed expres­
sions are then to be analytically continued in A. 

In the closed expressions for S tIm to be given in Secs. IV 
and V we shall restrict the variables of the C ~ 's and D ~ 's to 
( - 1,1), and those of the :l)~'s to (1, (0). These expressions 
are then to be analytically continued in these variables. Al­
though straightforward in principle, analytic continuation 
may be quite tricky: see, for example, the explicit expressions 

. . S I fi'< .< gIven In ec. V or S 301 and S 310' The symmetry relations 
(1.17)-( 1.19) are especially helpful here. 

In Sec. VI we shall give closed forms for sums S11m' in 
which all the variables x, y, ... are equal to zero. In Sec. VII 
we shall briefly consider the special cases A = 1 and 
A---+ - N. Section VIII contains a few elementary deriva­
tions. In Sec. IX we shall give an elementary derivation of 
S ~Ol that is similar to the derivation of S ~~i given in Ref. 19; 
Rahman and Shah23 have derived S~OI in a slightly more 
complicated way. 

In Secs. X-XII we shall derive s::OO and S~1O in closed 
form. Despite the complexity of these derivations we have 
been able to express s::OO in a simple and elegant way, in 
terms of the Legendre functions 0.<_1 and Q.<_I' Further, 
we express S ~ 10 in terms of the Legendre functions 0.< _ I , 
P.< _ I' and $.< -I; in this case we have to distinguish many 
different cases (see Table II, Sec. IV). 
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B. The Gegenbauer functions ~(Z), ~(z), and ~~ (z) 

The Gegenbauer function of the first kind, C ~ (z), and 
those of the second kind, D ~ (z) and :l)~ (z), are solutions of 
the differential equation 

(1-r)f"(z) - (U + l)zj'(z) + v(v + U)f(z) = o. 
( 1.2) 

They are also called ultraspherical functions. When v = n, 
C ~ is Gegenbauer's polynomial, also called the ultraspheri­
cal polynomial and sometimes denoted by P ~.<) (see, e.g., 
Szeg(8

). We shall employ Durand's definitions13
•
14: 

C~(z):= [r(v+U)/r(U)r(v+ 1)] 

X 2F I ( - V,v + U;A. + M -!z) (1.3 ) 

= 1TI/22112 -.< [r( v + U)/r(A)r( v + 1)] 

X (Z2 - 1) (1/2)(1I2-.<)\l}1I2-'< (z) 1-'v+.<-1I2 (1.4) 

and 

e - i1T'<:l)~ (z) : 

= [r(v + U)/r(A)r(V +A + 1) ](2z) -v-u 

X 2FI (!v + A,!V + A + !;v + A + 1;Z-2) (1.5) 

= 1T- 1/ 2ei1T('< -112)2112 -.< [rev + U)/r(A)r(V + 1)] 

X (r - 1)112(112-'<)0112 -.< (z) v+.<-1I2 ( 1.6) 

= i1T- I / 2e - i1T'< [r(A)] - 121/2 -.< 

X (r - 1)112(112-'<)0.<-112 (z) v+'<-I12 . ( 1.7) 

Here Re z > 0 is needed because of that part of the branch cut 
of (r - 1)1' that is associated withr;;;;O. In the following we 
shall mostly adopt Erdelyi's convention2 that (r - 1)1' is 
defined as (z - 1)1' (z + 1)1' , so that the only branch cut is 
( - 00, 1], and Re z > 0 may be omitted. 

It should be noted that :l)~ (z) is often differently defined 
in the literature, viz., as l

•
2 

( 1.8) 

The functions C~ (z) and:l)~ (z) are analytic in the complex 
z plane cut, respectively, from - 00 to - 1, and from - 00 

to + 1; C ~ (z) and e - i1T'< :l)~ (z) are real and increase (de­
crease) monotonically with z for z real, z > 1, and v and A 
real. The functions C ~ (z) and :l)~ (z) as defined above sa­
tisfy the same recurrence relations. 13 

On - 1 <x < 1, C~ (x) is defined as the restriction of 
C~(z) to ( - 1, 1); note that C~(z) is analytic there. It 
follows that 

C~(x) = :l)~(x + iO) + e-2i1T'<:l)~(x - iO), 

- I <x< 1, ( 1.9) 

where ± iO means that the limit for E lO of the function with 
the variable x ± iE has to be taken. 

The so-called Gegenbauer function of the second kind 
"on the cut" ( - 1, 1) is defined by 

iD~(x) : = :l)~(x + iO) - e-2i1T'<~(x - iO), 

-1<x<l; 

H. van Haeringen 

( 1.10) 

939 



                                                                                                                                    

hence 

e- ;1T..t~~ (x ± iO) = !e=F;1T..t [C~ (x) ± iD~ (x) ], 

-l<x<1. (1.11) 

Note that 

[~~ (z) ]. = e - 2;1T..t~~ (z*), v and A real. (1.12 ) 

Then we have 

D~ (x) = 21T- 11221/2 -..t [r( v + U)/r(A)r( v + 1)] 

X(1_X2)1/2(1/2-..t)Q!:'~~~1I2(X), 

-l<x<l, (1.13) 

where Q ~ is the usual Legendre function on the cut. Note the 
difference between 

~!:,2(Z) = i1T- IOy (Z), 

D!:'2(Z) = 21T- IQy(Z), 

and 

C!:,2(Z) = Py(z) = ~y(z). 

(1.14 ) 

(1.15) 

( 1.16) 

We emphasize that D ~ (x) can be analytically continued to 
the complex x plane cut along ( - 00, - 1] and [ + 1, (0). 

Indeed we shall need this function for complex x. 
Further we have, for nEN 

C~( -z) = (_l)nc~(z), (1.17) 

D~( -z) = (-l)n+ID~(z), 

~~ ( - z) = ( - 1)ne ± 2;1T..t~~ (z), 1m z~O. 

(1.18) 

(1.19) 

These symmetry relations are extremely useful for checking 
closed formulas for the sums S ~/m' and for extending (when­
ever appropriate) the region of validity of these closed for­
mulas. For example, a direct consequence is that 

and 

S~JO( -x, -z,u) =S~JO(x,z,u), 

s111 (-x, -z,u) = -s111 (x,z,u), 

S 120 (x, - z, - u) = S 120 (x,z,u). 

( 1.20) 

(1.21 ) 

( 1.22) 

II. CONVERGENCE, ANALYTIC CONTINUATION, AND 
CONTINUOUS EXTENSION 

A. Convergence 

The conditions for the convergence of the series S ~/m 
follow from the asymptotic expansions of the Gegenbauer 
functions, which in turn follow directly from the well-known 
asymptotic expansions2 of the Legendre functions ~~, P~, 
~, and Q~. We find 

c! (z)r(A) = 2 -,tyt-I(r - 1) - (1I2),t 

X [z + (r - 1) 1/2]Y+,t [1 + O(1/v)], 

v-+oo, Rez>O, (2.1) 

~~ (Z)r(A) = e;1T,t1T- 121-,tyt - I (Z2 _ 1) - (112)..t 

X [z + (r - 1) 1/2] - y-,t [1 + O(1/v)], 

v-+oo, Rez>O. (2.2) 

[Note that 
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(z+ (Z2_1)1/2)(Z_ (r-I)1/2)= 1.] 

The condition Re z > 0 is needed only for the correct defini­
tion of (r - 1)1' [,u =! or - ¥ ]. It may be omitted if 
(Z2 - 1)1' is replaced everywhere by (z - 1)1' (z + 1)1'. 
[See the remark following Eq. (1. 7) and cf. the symmetry 
relations (1.17 )-( 1.19).] The above expansions are uni­
form in z for z outside any fixed closed contour enclosing the 
branch cut - 00 <z< 1. 

Further, let E be fixed and 0 < E<O< 1T - E. Then2 

~~ (cos 0 ± iO)r(A) 

= yt - 1(2 sin 0) -,texp [i1TA + i{vO + A(O + !1T)}] 

X[I+0(1/v)], v-+oo, (2.3) 

C~ (cos O)r(A) 

= yt-I(2 sin 0) -,t2 cos [ vO + A(O - !1T)] 

X[1+0(l/v)], v-+oo, (2.4) 

D~(cos O)r(A) 

= -0- 1(2sinO)-,t2sin[vO +A(O-!1T)] 

X[I+0(1/v)], v-+ 00 , (2.5) 

and these expansions are uniform in 0 on [E, 1T - E]. 
Let us define the functions on the left-hand sides ofEqs. 

(2.1)-(2.5) at the apparent singularities A = 0, - 1, ... by 
means of analytic continuation. Then the asymptotic expan­
sions on the right-hand sides of Eqs. (2.1)-(2.5) are uni­
form in A for Re A;;' - L, for arbitrarily large real L. Thus 
the series S ~/m in Eq. (1.1) is uniformly convergent when­
ever 

k I 

II IXh + (x~ - 1) 1/21' II Iz; + (zf - 1)1/21 
h= I ;= I 

m 

X II IU j - (U] -1)1/21<17<1, (2.6) 
j= I 

where 17 is fixed, (r - 1) 1/2 is to be interpreted as 
(z - 1) 112 (z + 1) 112 [see the remark following Eq. (1.7)], 
and Iz + (r - 1) 1/21 may be defined as 1 when - I <z < 1. 
We point out that the equation 

Iz + (z - 1) 1/2(Z + 1) 1/21 = R, R> 1 (2.7) 

represents, in the complex z plane, an ellipse with foci at + 1 
and - 1, with the major axis equal to R + l/R and the mi­
nor axis equal to R - l/R. When the left-most side of (2.6) 
equals one, the associated conditions for convergence follow 
also from Eqs. (2.1 )-(2.5); we shall not consider this case. 

Let us now consider in particular S ~/O and set for conve­
nience 

Xh = cos a h, Z; = cos!3;; a h ,{3;E[E,1T - E], E>O. 

We find from Eqs. (2.3)-(2.5) that the series Stlo is 
(i) divergent for 

(4-k-/)ReA;;'I, (2.8) 

(ii) absolutely and hence uniformly convergent for 

(4-k-/)ReA<0, (2.9) 

(iii) conditionally convergent for 

(4 - k -/)ReA < 1, (2.10) 
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provided that 

(al ± a 2 ± ... ± ak ±f31 ±f32 ± ... ±(31)/2m(Z 
(2.11 ) 

for all the 2k + 1- I possible combinations of the signs ± 
taken independently from one another; outside fixed neigh­
borhoods of these "points of conditional divergence" the 
convergence is uniform. 

If any such combination equals an integer mUltiple of 
21T, the series S~10 is in general divergent when 

(2.12) 

save in exceptional cases. For example, if one of the Xh 's and 
one of the Zi'S are both equal to zero, the sum in Eq. (1.1) 
equals zero since C~ (0) D~ (0) = 0 for n = 0, 1, ... , because 
of Eqs. (1.17) and (1.18). Further, keeping in mind that 
A :;f0, -!, -1, ... ,wefindthatS~convergesforReA<O, 
stoo(O) and S~lO(O) for ReA<j, S~oo(O,O) and 
S~20 (0,0) for ReA < 0, sioo (0,0,0) and S~30 (0,0,0) for 
Re A < 1, and S;oo (0, 0, 0, 0, 0) for Re A> - 1, whereas 
s!on (0, 0, 0, 0) and S~ (0,0,0,0) are divergent for all A. 

As stated in Sec. I, we assume that the arguments of C ~ 
and D ~ occurring in the sums S ~lm are restricted to ( - 1, 
1), and the argument of ~~ to (1, 00), unless there is evi­
dence to the contrary. The closed forms to be given in Secs. 
IV and V are valid on these intervals, as is indicated there. 
Analytic continuation is always possible, provided the con­
ditions for the convergence of the series S ~lm are satisfied. 
Thus an exception occurs for m = 0: The series S~lm (x, 
y, ... ) are divergent for general complex x,y, ... outside [ - 1, 
1], and hence analytic continuation of the associated closed 
forms makes no sense. When m = 0 we always assume that 
Eqs. (2.10) and (2.11) are satisfied, so that the series S ~1 0 is 
conditionally and uniformly convergent. 

According to Eqs (2.8) - (2.11 ), the convergence of 
s!on is independent of A providedx,y,z, ue( - 1,1) and the 
special "points of conditional divergence" are avoided; s!on 
is conditionally (but not absolutely) convergent for all A. 
Further, S;oo is conditionally convergent for A > - 1 and 
absolutely convergent for A > O. Note that the inequality sign 
changes from < to > when k changes from 3 to 5 (for k = 4 
the sign is irrelevant). 

It is interesting to note that taking the limit for zt 1 or 
Z II of a sum S ~lm leads to another sum for which k + I + m 
is decreased by 1, as follows from Eq. (1.1). This latter sum 
requires for its convergence that A be further restricted. Let 
us illustrate this with a simple example. We have 

stoo (x) = a,t-I f (n + A)C~ (I)C~ (x) 
n=O 

=2COS1TA(1-X)-2,t, -1<x<l, ReA<!. 
(2.13 ) 

The limit for x t 1 yields 0 provided that Re A < 0; this is pre­
cisely the condition under which S too ( 1) = S ~ converges. 
Indeed, 
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s~ =a,t-I.f (n +A)[C~(I)]2 
n=O 

= a,t- IA 3F2(U,U,A + l;A, 1; 1), Re A < O. 
(2.14 ) 

This ~2 is well defined if Re A < 0 and it vanishes, as follows 
from 

~2(U,U,A + l;A,I;z) 

=A -lzl-,t~z-t~I(U,U;I;Z) 

= 2FI(U,U;I;z) + 4AZ ~I(U + I,U + 1;2;Z). 
(2.15) 

Moreover, bytakingxl-l inEq. (2.13) we get 

lim stoo(x) = 21
-

ll cos 1TA, ReA<j. 
XI-I 

(2.16) 

The right-hand side agrees with stoo ( - I) except for the 
condition on A: 

stoo ( - I) = a,t- IA 3F2 (U,U,A + l;A, 1; - I) 

=21 -llCOS1TA, ReA<!. (2.17) 

[This follows by using Eq. (2.15) again. ] The series 
S too ( - 1) converges (conditionally) for Re A <! and di­
verges for !<Re A. 

B. AnalytiC continuation and continuous extension 

The sums S ~lm are analytic in the parameter A and in the 
variables Xh' Zi' and u j in certain regions in the associated 
complex planes that are interrelated. These regions can be 
determined, for A and each one of the variables separately, 
with the help of the uniform convergence ofthe series S~lm 
(see below) and the following theorems (see, e.g., Titch­
marsh,26 pp. 3-8 and 95). 

Theorem 1: Absolute convergence of a series implies its 
uniform convergence. 

Theorem 2: If an lO for n-+oo and x is real, then the 
series l:n an exp(inx) is uniformly convergent for x in any 
closed interval not containing an integer multiple of 21T. 

Theorem 3: The sum of a uniformly convergent series of 
continuous functions is a continuous function. 

Theorem 4: The sum of a uniformly convergent series of 
analytic functions is an analytic function. 

It follows that the series S~lm (k, I, m = 0, 1, ... ) and 
their sums are closely interrelated. Many of these sums can 
be easily and conveniently evaluated in closed form by 
means of analytic continuation and continuous extension. In 
order to show how this is done in general we shall work out a 
particular case in detail. 

We start with the series S~ll (u), whose sum will be 
derived in Sec. VIII, 

(2.18) 

The series S ~I (u) is uniformly convergent and hence, 
because of Theorem 4, analytic in u outside the branch cut 
( - 00, 1], i.e., on the open set C, ( - 00, I]. The right­
hand side ofEq. (2.18) can be analytically extended directly 
to this open set. 
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Now we restrict A to Re A <! and keep A fixed; then 
stoo (x) and S~\O (x) are uniformly convergent series for 
xe[6 - 1, 1 - 6], for any fixed 6e(0, 1). (We take 6 arbi­
trarily small.) Further we introduce, for this occasion only, 

SA± (u) :=S~I(U) 

co 

: = aA-
1 L (n + A)C~ (1)SD~ (u), 
n=O 

for ueC" ( - 00, 1], 

SA± (x) : = aA-
1 f (n + A)C~ (1)SD~ (x ± iO), 
n=O 

for xe( - 1, 1), (2.19) 

where, as before, 

SD~ (x ± iO) : = lim SD~ (x ± iE). 
EIO 

[One should be careful with this notation: Clearly x ± iO 

may not be replaced by x; also, SD~ (x) is not defined for 
x<1.] ThusbothS~ (u) and SA_ (u) aredefinedforu out­
side the point + 1 and the interval ( - 00, - 1], while the 
interval ( - 00, + 1] is the line of discontinuity of both 
functions. Now SA+ (u) represents a uniformly convergent 
series of functions that are continuous in particular on the set 

{uJ6-1<Reu<I-6 and Imu>O}, 6>0. 

Thus, according to Theorem 3, S A+ (u) is upper continuous 
on ( - 1, 1), i.e., continuous from ( - 1, 1) into the upper 
part of the complex plane, and similarly S A_ (u) is lower 
continuous on ( - 1, 1) [1m u<O]. This may be compared 
with the right and left continuity offunctions defined on the 
real line. 

Because of this upper and lower continuity of S A+ and 
SA_ , respectively, on ( - 1, 1), we can derive the following 
closed forms from Eq. (2.18): 

SA± (x) =ei1TA lim(x±iE-1)-u 
EIO 

(2.20) 

By using the relations (1. 9) - ( 1.11) between C ~, D ~, and 
SD~ we now get directly 

stoo (x) = SA+ (x) + e - 2i1TASA_ (x) 

= 2 cos 1TA(1 - x) - u, (2.21) 

S~\O(x) = _i[SA+ (x) _e-2i1TASA_ (x)] 

-2sin1TA(1-x)-u, 

-1<x<l, ReA<!. (2.22) 

The same procedure works in principle for all the series 
S ~/m' However, it becomes more and more complicated as 
the number of variables increases. Let us consider another 
example. The series 

S~l1 (x,z): =aA-
1 f (n +A)D~(x)SD~(z) (2.23) 
n=O 

is convergent for x inside the ellipse that has the foci + 1 and 
- 1, and that goes through zeC" ( - 00, 1]. As a function 

of x it is analytic inside this ellipse with the exception of 
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(-p, -I] and [I,p) [p:=!(R+lIR»I; see Eq. 
(2.7) ], where it has branch cuts originating from the branch 
cuts ( - 00, - 1] and [I, 00) of D ~ (x) . 

When o=:=k + I + m equals 3 or 4 the analytic continu­
ation is much more difficult because the closed forms con­
tain apparent singularities (branch cuts) that we have to 
remove in order to get the "right"analytical structure. For 
example, it is anything but a trivial matter to continue the 
closed form to be given in Sec. IV for 

S~OI (x,y,z,u), X,y,zE( - 1,1), I <u, 

in the variable u analytically to the open set C" ( - 00, I]; 
nevertheless we know from the above discussion that it is 
actually analytic there. We have carried out this procedure 
for S ~Ol (x, y, z, u) only for the special case in which z = 0, 
and derived in this way S400(X, y, 0, u) and S~\O (x, y, 0, u) 
for x,y, UE( - I, 1). The closed forms for these sums in the 
general case [ZE( - 1, 1)] will be derived in Secs. X and XI 
with the help ofEq. (3.1). 

In general, care is needed with analytic continuation. 
Let us consider, for instance, the two expressions to be given 

in Sec. IV for S ~Ol • In the first, we require u > {i in order to 
guarantee that W>O (see Sec. III C). The second expres­
sion possesses a branch cut for I < u < 00, which arises from 
T- (l/2)A and T -1/2, since T < 0 for I < u < 00. However, 
this branch cut is easily removed with the help of the analytic 
properties of OA _ I . Another example is found in the expres­
sionforS~\O (Sec. IV). The Legendre function ~A-I (z) [or 
PA _ I (z)] has a convenient representation in terms of 
zFI ( ... ; 1 - r), which is valid only for Re z > 0, and especial­
ly not for - 1 <z<O (see Sec. III B). 

III. AUXILIARY FORMULAS 

A. Introduction 

In Secs. IV-VII we shall give closed formulas for a large 
number of sums. The derivations of these formulas are some­
times quite lengthy. We have chosen not to give all these 
derivations in detail, but to give instead a list of auxiliary 
formulas that are most suitable for working out these deriva­
tions. Especially since the final results to be obtained are 
given, the actual derivations should not be too difficult. 

In Secs. VIII and IX we shall work out a few sums to 
give the general idea, and in Sees. X and XI we shall briefly 
derive the more complicated sums S ~ and S ~ \0' respective­
ly. 

Some formulas of the following list are presumably new, 
but most of them follow easily from, e.g., Ref. 2. 

B. Formulas Involving Gegenbauer or ultraspherlcal 
functions 

First we give a few elementary relations that will playa 
role: 

arcsinh(iz) = i arcsin z = In[iz + (1 - r) 1/2], 

arctanh(iz) = i arctan z = pn[ (1 + iz)j(1 - iz)], 

r(U) = 1T-1/22U-lrc. .. or(A + !), 
r(A)r(1-A) =1Tlsin1TA, 
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r(! + ,ore! - A) = 17/COS 1TA, 

0A. : = 2 -ur(2A.)!r2 (A), 

OA.- I = 21T1/2r(A)/r(A +!) 

= 21T-1/2cos 1TAr(A)r(! - A). 

For definitions of the Gegenbauer functions, see Eqs. (1.3)­
(1.10), for symmetry relations, Eqs. (1.14)-( 1.16), and for 
the special case A =!, Eqs. (1.11)-( 1.13). 

Next, let ReA >0, Re v> - 1, v + 2A. #0, 

<; : = 2aA. (2A.)Jr(v + 1) = 2aA. C~( 1), 

x: = (1 - x 2) 1/2, y: = (1 - y2) 1/2, x,ye( - 1,1), 

and (note the difference) 

z: = (z2 - 1) 1/2, u: = (u2 - 1) 1/2, z,ue(1,oo). 

Then 

<; J~IC~(Xy+xyt)(l-t2)A.-Idt 
_ {C~(X)C~(y), ifx+y>O, 

- C~(-x)C~(-y), ifx+y<O, 
(3.1 ) 

<; r IC~(ZU +zut)( 1 - t 2)A.-I dt = C~(z)C~(u), 
(3.2) 

(Each condition should hold for both signs + and -. For 
x = ± y take the appropriate limits; this procedure is con­
sistent.) For complex v these relations seem to be new. For 
v = n they can be simplified with the help of the symmetry 
relations (1.17)-( 1.19). 

Further13 

<; J~ I~(ZU +zut)(l - t 2)A.-I dt = C~ (z)~(u), 
ifl <z<u, (3.4) 

el1TA.<; ioo ~(zu + zut)(t 2 - 1)A. -I dt = SD~(z)~ (u), 

(3.5) 

4e - i1TA.<; ioo SD~ [x2 + (1 - x 2)t Ht 2 - 1)A. -I dt 

= [C~(X)]2+ [D~(x)y 

= 4e- 2i1TA.lim SD~(x + iE)SD~(x - iE). (3.6) 
.,10 

The relations (3.1)-(3.6) are useful forderivingS!'m with 
increasing k, I, or m. Note that (3.1 ) for v = 0 directly yields 

1 = 2aA.fl (1 - t 2)A.-I dt. 
-I 
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Next 

~ (cosh a) = ei1TA. 2 - A.1T-I sin 1TA 

X Loo e- (v+A.)t(cosh t - cosh a) -A. dt, 

a>O, ReA<I, Re(v+ 2A.) >0, (3.7) 

= ei1TA.2 -A.r(v + 2A.) [r2 (A)r(V + 1)]-1 

X (sinh a)l-u Loo e- (v+A.)t 

X (cosh t - cosh a)A.-I dt, 

a>O, ReA>O, 

Re v> - I, v + 2A. #0. (3.8) 

These two integral representations follow from the analo­
gous ones for ~(z); note that 

r(v-Il + l)e-i"ll~(z) = r(v+1l + l)ei"llO,;-I'(z). 

Other useful integral representations valid for vee are 

e-i1TA.~(Z)1T1/2r+ur(A)r(V + A + !)/r(v + 2A.) 

= (z_I)I12-A.(z+ 1)1I2-A. 

X J~I(Z±t)-V-I(1_t2)V+A.-1I2dt 

= JI (z ± t) - v- u( 1 - t 2)v+A. -1/2 dt, 
-I 

Re(v+A» -!. (3.9) 

We have found for v-neN 

SD~(z)dA.(z) = J~IC~(t)(I-t2)A.-1I2(Z-t)-ldt, 
ReA>-!, (3.10) 

dA. (z) : = 21Te- i1TA.(z _ 1)A.-1I2(z + 1)A.-I12. 

This relation does not hold for general n; in particular for 
n = - 1 it turns out that C ~ I (t) in the integrand should be 
replaced by (z - t)/( 1 - t) and thus 

SD~ I (z)dA. (z) = J~ 1(1 - t 2)A. - 3/2 dt = B(!,A. - !); 

hence 

dA. (z) = 21TOA. (A -!) -I/SD~ I (z). 

ByapplyingEq. (1.10) toEq. (3.10) wegetforD~(x) the 
principal-value integral 

D!(x) =1T-I(1_X2)112-A.J~IC!(t) 
X (1- t 2 )A.-1I2(X - t)-I dt, 

-1<x<l, ReA> -!, n=O,l, .... (3.11 ) 

Equations (3.10) and (3.11) are very convenient for con­
verting C ~ into SD! and D ! , respectively, in series of Gegen­
bauer functions. Near the branch cut - 00 <z< - 1 of 
C!(z), the branch cut - 00 <z<l common to ~(z), 
~~(z), and ~(z), and the branch cuts - 00 <z< - 1 and 
l<z< 00 of D~(z), P~(z), and Q~(z), the following rela­
tions are useful: 
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D~ (z ± iO) = ± iC~ (z) + 2ie ± i1T"e - i1T"~~ (z), z> I, 

Q~(z ± iO) = ± !i1re± (l/2)i1TJllll~(z) 

This relation is not generally valid for Re z < O. In particular, 
for - 1 <x < I, we have 

o.,,(x±iO) =Q,,(x) +!i1rP" (x), -1<x<l, 

0.,,( -z=j=iO) = _e±i1TVo.,,(z), z> I, 

P" _ I ( - x) = - cos 1TAP" _ I (x) 

+ 21T- I sin 1TAQ,,_1 (x). 

Also 

lll" ( - z =j= iO) = e'" i~" (z) - 21T- I sin 1TVO" (z), z> 1. 

Further we mention the quadratic transformation 

Q" - d - x) = cos 1TAQ" _ dx) + ~1T sin 1TAP" _ I (x), 

- 1 <x< I, 

2FI(a,1 - a;c;z) = (l-Z)C-I ~IH(c - a), 

!(c+a-I);c;4z-4r), Rez<! 

valid for z = ! and for Re z <!. This is a corrected version of 
Ref. 4, p. 50. Related to this is 

and 

1TP,,_1 ( - x) = sin 1TA [Q"_I (x) + Q -" (x»), 

- 1 <x< I, 
1TP,,_dx) =tan1TA [Q,,_I(X) -Q_,,(x»), 

- 1 <x< I, 

P,,_ dz) = lll,,- dz) = 2FI(¥i,! - ¥i;I;1 - Z2), 

Rez>O. o._,,(z) =0.,,_1 (z) -1Tcot1TAlll,,_1 (z), ZEi( - 00,1]. 

c. Some special functions and relations involving x, y, Z, and u 
Unless there is evidence to the contrary we assume that - 2AEiN andRe v> - 1. Further, X : = (I - x2

) 112, andji,z, and 
ii are similarly defined when x, y, z, UE( - I, I). The quantity Tis always defined by 

T:=4(l-x2)(I-y2)(I-r)(l-u 2 ). 

If 0' : = k + I + m = 4, we use 

w: = x2 + y2 + r + u2 - 2 - 2xyzu. 

For y-I this reduces to W = x2 + r + u2 - I - 2xzu, which we use when 0' = 3. It is sometimes convenient to use the 
notation with sines and cosines; we shall occasionally set 

x = cos a, y = cos/3, Z = cos y, u = cos 8, a,/3,y,8E(0,1T). 

There exist some interesting nontrivial (although elementary) relations that are useful especially when 0' = 4; direct proofs 
follow from 

cos a - cos/3 = 2 sin !(/3 - a)sin !(/3 + a), cos a + cos/3 = 2 cos !(/3 - a)cos ~(/3 + a). 

In particular for s~, S;\O, and Si02 the following equalities are useful: 

[cos(a + /3) - cos(y + 8)] [cos(a + /3) - cos(y - 8) ] = [cos(a + /3 + y) - cos 8] [cos(a + /3 - y) - cos 8], 

[cos(a + /3) - cos(y - 8) ] [cos(a - /3) - cos(y + 8) ] = W + T 1/2
, 

[cos(a + /3) - cos(y + 8)] [cos(a - /3) - cos(y - 8) ] = w - TII2. 

Finally, for Si02 the following relations also playa role: 

cos(a - /3) - cos(y - 8) V - W + TI/2 cos(a - /3) - cos(y + 8) V _ - W _ TI/2 
=, = -------:--:-:-

cos(a +/3) - cos(y - 8) V - W - TI/2 cos(a +/3) - cos(y + 8) V_ - W + T 1/2' 

Here 

TI/2 = 2 sin a sin/3 sin y sin 8, W: = x2 + y2 + Z2 + u2 - 2 - 2xyzu, 

V: = (zu +zu)(zu +zu - 2xy) +X2 + y2 -I, V_: = (zu -zu)(zu -zii - 2xy) +x2 + y2 - I, 

from which we obtain 

V= W + 2Zu(zu +zu -xy), V_ = W + 2Zu(zu -zu +xy), VV_ = W 2 - T, 

V + V _ = 2 W + 4ru2, V - V _ = 4zu (zu - xy). 

When dealing with functions off our variables we find, not unexpectedly, that even elementary derivations can be quite 
complicated. For example, let us consider the first expression to be given for S ;01' Here we must avoid the branch cut 

associated with W < 0, which arises from W-"; this is the reason for which u >.J2 is required there. This condition is necessary 
and sufficient. We shall prove that 
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the equality W = ° occurs only for u2 = 2 and x = y = z = 0. Since W = u2 
- 2 for x = y = z = ° it is obvious that the above 

inequalities are optimal. The proof of the above statement follows from 

W(u) = u2 - 2xyzu +x2 + r +z2 - 2 = 11 + 12 + 13' 11: = (u ± Ji)(u+Ji - 2xyz), 

Itfollowsthatt l > Oforu > Ji (takethelowersigns),andforu < - Ji (taketheuppersigns). Further, t2 = t3 = ° occurs only for 
x = y = z = 0, which completes the proof. It is interesting to note that the zeros u ± of W( u) are real: 

u ± = xyz ± [(1- y2)( 1 _Z2) + (1-x2)(1 _ y2z2) ]112, 

and that I u ± I" Ji is equivalent to 

x2 + y2 + z2 ± 2,[2xyz==t2 + t3;;;.0. 

IV. CLOSED FORMULAS FOR ~/m WITH 1+ m<1 

We have the following: 

S~))(u)=e;"''''(u-l)-u, l<u, alIA, S~00(x)=2COS1TA(1-X)-u, -l<x<l, ReA<j, 

S~\O-(x) = - 2 sin 1TA(1 - x) -u, - 1 <x < 1, ReA < j; 

S~ol(x,u)=e;"''''(u-x)-u, -l<x<l, l<u, alIA, 

S~oo(x,z) =2COS1TAlz-xl- u , X,zE (-1,1), ReA<!, 

S~\O (x,z) = ± 2 sin 1TA Iz - xl- u, if z ~ x, x,z E ( - 1,1), Re A < ! ; 

S~OI (x,z,u) = e;"''''W - ... , x, Z E ( - 1,1), 1 < u, alIA, 

W: = X 2 + z2 + u2 - 1 - 2xzu = (xz - U)2 - (1 - X 2) (1 - Z 2) , 

... {2(-W>-"', 
S 300 (x,z,U) = 2 .1W-'" cos 17'/1, , 

{

a, if W<O [xz-xz<u<xz+xz], 

S~\O(x,z,u) = 2 sin 1TAW-"', ifxz+xz<u [W>O], X,z,UE( -1,1), 

-2sin1TAW-"', ifu<xz-xz [W>O] , 

S;O\ (x,y,z,u) = e;"''''W - ... 2FI (¥,¥ +!;Ii. + !;TW-2), 21/2 < u, 

= e;"''''a ... 2''' + IT - (1/2)"'0 ... _ 1 (WT- I / 2 ), Re u > 1, 1m u > 0, 

W : = x 2 + z2 + u2 - 1 - 2xzu; 

T : = 4(1 - x 2)( 1 - y2)( 1 - Z 2)( 1 - u2), W: = X 2 + y2 + z2 + u2 - 2 - 2xyzu , 

X,y,zE( -1,1), aHA (21/2<U~ W>O). 

For convenience we rewrite this as 

S;OI (x, y,z,u) = e;"''''O ... _ I (w) U ... , w: = WT -1/2, 

Then 

{

2 cos 1TAO ... _ I (w) U ... , if 1 < w, 

S~(x,y,z,u)= 2Q ... _d-w)U ... , if-1<w<1, x,y,z,uE(-I,l), aHA, 

20 ... _d -w)U ... , ifw< -1, 

{

±2Sin1TAo ... _t<W)U ... , ifl<w, 

S;\O(x,y,z,u) = ±1TP ... _d -w)U ... , if -1<w<l, X,y,z,UE( -1,1), alIA, 

° or ± 21T~"'_1 (-w)U ... , ifw< -1, 

where the different cases (0 or ± ... ; 24 in total) are given in Table II. In this table, 0 stands for 2 sin 1TAO ... _ I (w) U ... , P 
stands for 1TP ... _ I ( - w) U ... , and ~ stands for 1T~ ... _ I ( - w) U .... It should be noted that p ... _ I and ~ ... _ I denote one and the 
same Legendre function (whereas Q ... -I differs from 0 ... _ 1), Out of the many representations in terms of ~I'S for this 
function we mention here 

p ... _ I ( - w) = ~"'_I ( - w) = 2FI (¥,! - ¥;1;1 - ( 2) , 

which holds only for Re w < 0. In particular for - 1 < w < 1 we have 

p ... _ 1 ( - w) = - cos 1TAP ... _ I (w) + 217'-1 sin 1TAQ"'_I (w), - 1 <w< 1. 
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TABLE II. Twenty-fourcasesforthesumS~1O (x,y,z, u),x,y,z, ue( - I, I),x: = (1 - X2) 112,y: = (1 - r) 112,Z: = (1 - r) 112, U: = (1 - u2) 112, and X, 
y, Z, ue (0, I). The third column defines the six cases indicated by 1-6. The second column shows in which interval w: = WT - 112 is situated. The signs of 
uZ ± uz (last two rows) define the four different cases denoted by A-D. The entries ± 0, ± P, ± 2~, and Oin the 6X4matrix give the valueofS~1O (x,y, z, 
u). Here 0 stands for 2 sin 1TA 0,1-1 (w) UA , Pstands for 1T PA _ I ( - w) UA , and ~ for 1T~A_1 ( - w) UA • 

case w Definition of the cases 1-6 

1 I<w zu +zu <xy - xy 
2 -1<w<1 zu - zu <xy - x'y<zu + zu <xy + xy 
3 w< -I xy - x'y<zu ± zu <xy + X.Y 
4 w< -I zu -zu<xy±x'y<zu +zu 
5 -1<w<1 xy - x'y<zu -zu<xy +x'y<zu +zu 
6 I <w xy + xy<zu-zu 

Definition of 
S. f{ u + z or uz + uz: IgnO _ _ 

u-z or uz-uz: 
the cases A-D 

Note on Table /L' For z,u e ( - 1,1) we have 

sgn(u + z) = sgn(uz + uz), sgn(u - z) = sgn(uz - uz) , 

where the signum function is defined by 

{

I, x>O, 
sgn(x) : = 0, x = 0, 

-1, x<O. 

Prooffollows directly with the help of, e.g., 

A B 

0 -0 
P -P 
2~ 0 

0 0 
P P 
0 0 

+ + 
+ 

cos r+ cos 8 = 2 cos !(8 - r) cos !(8 + r), cos r- cos 8 = 2 sin !(8 - r) sin !(8 + r) . 

C D 

0 -0 
P -P 
0 -2~ 
0 0 

-P -P 
-0 -0 

+ 

The cases u = ± z (uz ± uz = 0) can be included in Table II by taking the appropriate limits. That this procedure gives 
consistent results follows by making the following observations. 

(i) u + z = 0 is possible only in the cases 1,2, and 4. Then clearly A and C give the same result, as do Band D. Thus for 
u + z = 0 we get ±:O in case 1 ( ± Pin case 2) according to sgn(u - z) = ± 1. 

(ii) u - z = Ois possible only in the cases 4, 5, and 6. ThenA andB give the same result, as do C and D. Thusforu - z = 0 
we get ± Pin case 5 ( ±:O in case 6) according to sgn(u + z) = ± 1. 

(iii) u ± z = 0 (i.e., u = z = 0) is possible only in case 4; then A, B, C, and D give the same result o. 
We emphasize that the above results for S ~ and S ~ \0 are in agreement with the symmetry relations in Eqs. (1.17) and 

(1.18). 
The result for S~\O given in Ref. 23, Eqs. (3.7)-(3.9), comes down in essence to column B of Table II. The six cases 1-6 

are equivalent with those in Eq. (3.9) of Ref. 23 (corrected for a misprint); however, Eq. (3.8) of Ref. 23 is correct only for 
W> 0 [see the representations for P A _ I ( ± x) in Sec. III]. 

v. CLOSED FORMULAS FOR 5Z'm WITH 1+ m = 2 

We have the following: 

946 

S~2 (z,u) = ej1TA (u -z) -u.~( ;), ;: = (uz - 1)/(u -z), 1 <z<u [1 < ;], alIA, 

S~l1(z,u)=ej1TA(u-z)-U.D~(;), ; :=(uz-l)/(u-z), -1<z<l, l<u [-1<;<1], alIA, 

{ 

(u - z) - u. [2 cos 1TA - 4e - j1TASD~ ( -;>], if - 1 <z < u < 1 [ ; < - 1], 

S~20(Z,U)= (z-u)-U.[2cos1TA-4e-j1TASD~(;>], if-l<u<z<1 [;>1], 

; :=(uz-l)/(u-z), ReA<!, 

Sto2(x,z,u)=ej1TAW-ASD~(;), ; :=(uz-X)W- I
/
2 , -1<x<l, l<z, l<u [;>1], alIA, 

W : = x 2 + r + u2 - 1 - 2xzu = (u - XZ)2 + (Z2 - 1)( 1 - X 2) > 0, 

Stl1(X,z,U) =ej1TAW-AD~(;), ;:= (uz-X)W- I
/
2 , x,ze( -1,1), l<u [-1< ;<1], alIA, 

W : = x 2 + r + u2 
- 1 - 2xzu = (u - xz + xz)(u - xz - xz) > 0, 
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{

2i( - W) -).D3 [i(uz - x) ( - W)-1/2], if W <0 [zu - zu <x <zu + zu], 

St20(X,z,U)= W-).[2COS1TA-4e-i1T).~(_'>], ~fzu+zu<X [W>O, ,< -I], 
- W-).[2COS1TA-4e-,1TASl)3(,)], Ifx<zu-zu [W>O, ,>1], 

x,z,uE(-I,I), ReA<I, 

W:=x 2+r+u2-1-2xzu=(x-zu+zu)(x-zu-zu), ':=(uz-x)W- 1/2 ; 

S~02(X,y,z,u) =2a).e2i1T). {(1-t 2 »).-IS -).dt 

= e2i1T).22).a A -IV -).F (A,A,A 1 + I' W + TI/2 W - T1/2) 
). I Y", V ' V ' 

S : = t 2[ W + (ZU)2] + 2tzu(zu - xy) + (ZU)2, W: = (xy - ZU)2 - (xji)2 - (ZU)2, 

V : = W + 2Zu(zu +zu -xy), TI/2 = 2Xyzu, x: = (I-x 2)1/2, y: = (1- y2)1/2, 

x,ye(-I,I), z :=(r-l)1/2, u :=(u2_1)1/2, l<z, l<u; allA. 

Now S~II andS~20 can be expressed in terms of the same Appellfunction2.3 Fl' Finally, S303' and henceS312' S321' and 
S 330' can be expressed in terms of a double integral in various ways. 

VI. SPECIAL CASES FOR ZERO VARIABLES 

When we take the variables x, y, ... equal to zero we get from the definition of S~/O a hypergeometric function q+ I Fq 

( ... ; ± 1), by using . 

C~m+dO) =0, C~m(O) = (-l)m(A)m/m!, 

D). (0) =0 D). (0) = (_l)m+1 r(A +P (A + !)m 
2m , 2m+1 r(A)r(~) (~)m 

Note that S~oo (0, ... ,0) and S3kO (0, ... ,0) with - UEN are convergent iff 

(4-k) ReA<O, for k even; (4-k) ReA<I, forkodd. 

From the closed formulas of Sec. V we thus obtain simple expressions for these q + I Fq ( ... ; ± 1). The results are as follows: 

947 

S300 = a.-t I A ~2(U,U,A + l;A.,I;1) = 0, ReA <0, 

stoo (0) = 2 cos 1TA = a).- 1 A 4F3(A,A,A + P + ! A;!A,P; - 1), Re A < 1, 
S~oo (0,0) = a).- 1 A 3F2(A,A, 1 + !A;! A, 1; 1) = 0, Re A < 0 (for A-U same 3F2 as for S3oo), 

S~oo (0,0,0) = 2 = a).-I A 4F3(A,A,P + !A;!A,A + p; - 1), ReA < 1, 

S ~ (0,0,0,0) diverges for all A, 

S~oo (0,0,0,0,0) = 2 3F2(A,A,!;A. +!,A + P) 

= 21T1/2r(A + D [r(A)] -1~2(M,P,A + P) 

= a).- 1 A Js(A,A,!,!,!,1 + ! A;! A,A + !, A + !,A + !,1; - I), ReA> 0; 

- 2, for A~O, 

= 4G, for A = 1 (G;:::0.916 is Catalan's constant) 

= !1T-3r 4(!>, for A =!; 

S310 (0) = - 2 sin 1TA = - 8A(A + 1) 4F3(A + l,A +!,A + !,!A +~;!A +!, M; - I), ReA < 1, 
S320 (0,0) = - 4a). A -I = 16a). (A + 1) 4F3(1,A +!,A + !,!A +~;!A +!, M;I), ReA <0, 

- S330 (O,O,O)A(4a).) -2 = 2(A + I) sF4(1,I,A +!,A + !,!A +~;!A +!,A + I,M; - I) 

= 3F2(1,A + !,!;~,A + 1;1) =!1T ~2(!'!,A;A. + 1,1;1) 

=A f t).-IK(t1/2)dt, ReA< 1 (Kis a complete ellipticintegral2-4), 

-2, for A t 1; = 1, for A = -!; = i, for A = -~; 

S 3.w (0,0,0,0) diverges for all A. 
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VII. THE SPECIAL CASES A = 1 AND A-+ - N 

There exist many interesting special cases of the sums S ~/m • Here we shall briefly consider the cases A = 1 and A-+ - N, 
N=O,I, ..... 

The case A= 1: Here it is convenient to set x = cos 0, 0 < 0 < 17', and z = cosh 0,0> O. Then we obtain, for neN, 

C! (cos 0) = sin [ (n + 1)0 ]lsin 0, C! (cosh 0) = sinh [ (n + 1)0 ]lsinh 0, 

D! (cos 0) = cos [ (n + 1)0 ]lsin 0, :ll! (cosh 0) = - exp[ - (n + 1)0 ]1(2 sinh 0) . 

By inserting these expressions into S ~/m we obtain sums that can be regarded as generalizations of the elementary trigonome­
tric sums 

00 00 

I n- l sinOn=!(17'-0), 0<0<217', I n-lcosOn= -In(sin!O), 0<0<217'. 
n=1 n=1 

We shall give closed forms for a few sums S~lm for which k + 1+ m = 4. 
Let T, V, and Wbe defined as in Secs. IV and V, and 

x = cos a, x = sin a, y = cos /3, y = sin /3, a, /3e(0,17') . 

Further we take 

z = cos r, Z = sin r, u = cos 0, U = sin 0, r,oe(0,17') , 

unless otherwise indicated. Then 

S I . - 1/2 1 [W+i(-T)1/2] 1 301 (x,y,z,u) =! z( - T) n . 1/2' < u, 
W-z(-T) 

S I ( )-IT-1121 [V-W+TI/2]_lT-1/21 [Zu+(r-l)1/2(U2-1)1/2_XY+XY] 
202 x, y,z,U -:2 n I - :2 n I I ' V - W - T I 2 ZU + (r _ 1) I 2 (u2 _ 1) I 2 - xy - xy 

l<z, l<u, 

S I ( )-1(_T)-1/21 [u2+r-I-2UZCOS(a-/3)+cos2(a-/3)] 211 x, y,z,U -:2 n 
u2 + r - 1 - 2uz cos(a + /3) + cos2 (a + /3) 

=!(_T)-1/21n[u-cos(a-/3+r) u-cos(a-/3-r)], l<u, 
u - cos(a + /3 + r) u - cos(a + /3 - r) 

S I ( )-T-1/21 IcOso-cos(a+/3+r) coso-cos(a+/3-r) I 220 x, y,z,U - n 
cos 0 - cos(a - /3 + r) cos 0 - cos(a - /3 - r) 

= T-1/21n I cos(a + /3) - cos(r + 0) cos(a + /3) - cos(r - 0) I ' 
cos(a - /3) - cos ( r + 0) cos(a - /3) - cos( r - 0) 

S~1l(0,0,z,u)=(-T)-1I2In[(u-z)j(u+z)], -T=4(1-z2)(u 2-1), -1<z<l, l<u, 

I - -I [U+iO-Z U-iO-Z] 1 S 310 (O,O,u,z) = (2zzu) In . - In . ,u,ze( - ,1), 
u+zO+z u-zO+z 

S~20(0,0,z,u) = (zu)-Iln I(u +z)j(u -z)l, z,ue( -1,1) . 

I 
The case A--+O: We get, for n = 0, Clearly, insertion of these expressions into S~lm yields sums 

lim C~(z) = 1, lim :ll~(z) =!, 
,t--+O ,t--+O 

limA -ID~(x) =2arcsinx, -l<x<l. 
,t--+O 

For n>O it is convenient to set, as in the case A= 1, 
x = cos 0, 0<0<17', and z = cosh 0, 0>0, respectively. 
Then we find, for n = 1,2, ... , 

948 

limA -I C~ (cos 0) = 2n- 1 cos On, 
,t--+O 

limA -I C~ (cosh 0) = 2n- 1 cosh On, 
,t--+O 

limA -I D~ (cos 0) = - 2n- 1 sin On, 
,t--+O 

limA -I:ll~ (cosh 0) = n- I e- 8n
• 

,t--+O 
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that are similar to those that apply to the case A = 1. Let us 
give a few examples: 

lim S102 (x,z,u) =!, 
,t--+O 

limA -IS111 (x,z,u) 
,t--+O 

= 2 arcsin {; 
00 

= 2 arcsin z - 4 I n -I cos an sin rne -lJn , 

n=l 

{; : = (uz - x) W- I 12, x = cos a, 

z = cos r, u = cosh 0 . 

lim A - IS t20 (x,z,u) 
,t--+O 

= 4i arcsin [i(uz - x)( - W) -1/2] 
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00 

= 8 L n- I cos an sin yn sin 8n, 
n=1 

W<o (u=cos8). 

Because of the identity 

iarcsinz=ln[iz+ (I_ Z 2)1/2], 

this leads to 
00 L n- I cos an sin yn sin 8n 

n=1 
=~iarcsin[i(uz-x)( - W)-1/2] 

= 2...ln (x - uz + in) = 2...ln (COS a - cos(y + 8») 
2 ( - W) 1/2 4 cos ( Y - 8) - cos a ' 

if W <0 or, equivalently, if both the numerator and the de­
nominator of the last fraction are positive. 

The case A.--1: After analytic continuation with re-
spect to A. we obtain 

Co-I(z) = I, CI-I(Z) = -2z, 

C 2- I(Z) = I, C n-I(z) = 0, n = 3,4, ... , 

~O-I(Z) =~, ~I-I(Z) = - Z, 

~2-I(Z) =~, ~n-I(z) = 0, n = 3,4, ... , 

D n-I(z) = 0, n = 0,1, .... 

Substitution of these expressions in the sums yields in many 
cases the equality ° = 0. However, new interesting sums are 
generated as follows. 

The case A._-N: It turns out that the limits 

lim (A. +N)-I D!.+N(Z), 
)"~-N 

N=O,I, ... ; m =0, ± I, ± 2, ... , ±N, 

exist and that the resulting expressions are even in m. Hence 
2N 1 

lim L (n +A.)(A. + N) -I II D~(z;) = 0. 
)"~-Nn=O ;=1 

Further we find, for n>2N + I, 

lim (A. + N) -ID~ (z) 
)"~-N 

= _22N + I (N!)2[(2N+ 1)!]-I(I_ Z2)N+1I2 

XC:~lN_I (z)/C:~lN_I (1), 

n - 2N - I = 0,1, .... 

Clearly we obtain in this way from S~IO' A._ - N, sums of 
another, related family of sums of products of Gegenbauer 
functions. 24 

VIII. A FEW ELEMENTARY DERIVATIONS 

We can easily verify that Eqs. (3.1)-(3.6) (with v = n) 
are convenient for generating closed forms for the series 
SZlm with increasing k, I, or m. Further, Eqs. (1.9)-( 1.11) 
are suitable for transforming (i) ~ into either C! or D!, 
and (ii) C~ andD~ into~. Finally, wecanconvertC~ into 
~~ or D! by applying Eqs. (3.11) and (3.12) , respectively. 
However, in order to be able to start this process of generat­
ing closed forms, we must know at least one of the sums S ~Im 
in closed form, where k + 1+ m > 0. We chooseS301 and we 
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shall now give a short derivation of this sum. Further we 
shall briefly evaluate S tOl and S ~Ol . 

For evaluating S301 in closed form, Eq. (3.7) is most 
convenient. We get 

S~I (cosh a) 

00 

:=a)..-I L (n+A.)(U)n(n!)-I~~(cosha) 
n=O 

= a)..- lei".).. 2 - )..1r- 1 

X sin 1rA. Loo e- At (cosh t - cosh a)-).. 

XA. -zE'1 (U,..t + 1;A.;e - t)dt . 

This is reduced by substituting 

-zE'1(U,..t + I;A.;Z) = (I +z)(l-z) -U-I. 

Inserting cosh a = I + 2 sinh2 ~ a and introducing r 
: = sinh ~t /sinh !a we reduce the above integral to 

(Sinh~a)-4)..A.21-3)..ioo (r 2-1)-)..r- U - I dr 

= (cosha-1)-uA.2-).. iOO (x-1)-)..x-)..-ldx. 

ThelatterintegralequaisB(I-A.,U) = r(l-A.)r(U)/ 
r (I + A.) and thus we get directly 

S~I (cosh a) = ei"')..(cosh a - 1) -u . 

In order to derive StOI we use Eq. (3.4) and obtain 

Stol (z,u) = 2a).. J~ I S~I (zu +zut)(l- t 2»)..-1 dt 

= ei".)..(u -z) -u, 

I<z<u, z:=(z2_1)1/2, u:=(U2 _1)1/2, 

where we used 

2a).. J~ I ( ~ ± 1) -u(I - t 2»)" -Idt = (~2 - I) -).., 

~>l. 

In exactly the same way we find 

S~OI (x,z,u) = 2a).. J~ I Stol (x,zu + zut) (I - t 2»)" -I dt 

=ei".)..W-).., 

W :=x2+r+u2-1-2xzu 

= (u _XZ)2 - (I-x 2)(I-r) . 

IX. ELEMENTARY DERIVATION OF ~01 

Let now x,ye( - 1,1), z,uE(I, 00 ), and 

x : = (I-x 2)112, y: = (1- y)1/2, 

Z :=(r-1)I12, U :=(u2 _1)1/2. 

Then 

S;ol (x,y,z,u) 

= 2a).. f~ I Sicl (x, y,zu + zut)( I - t 2»)" - I dt 

= 2a)..eI"').. f~ I [(zu + zut - xy)2 - (xy)2]-)" 
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x(1-t 2)J..- I dt 

= ei1TJ..aJ..2J..+ IT - (I/2)J..0J.. _ I (WT- 1/2 ) , 

TI/2 : = 2Xyzu >0, 

W : = (zu - xy)2 - (ZU)2 _ (xy)2 

= (zx - uy)2 + (Z2 -1)(1-x 2) 

+ (U2 - 1) (1 - y2) > 0 . 

The last integral here can be evaluated in an elementary way 
as follows. 

With the help of 

r : = (a + c - 2b)1/2(a + c + 2b)-1/2(1- t)(1 + t)-I 
and 

iCC (1 + 2/3r + r 2) -J..~-I dr 

= 2 1 -J..( {32 - 1) - (1I2)J..0J.. _ I ({3( {32 - 1) -1/2] , 

Re{3> 0, ReA. >0, 

we obtain 

fl (a±2bt+ct 2)-J..(1-t 2)J..- Idt 

= 22J..-I[ (a + C)2 _ 4b 2] - (I/2)J.. 

X iCC (1 + 2/3r + r 2) - J..~ - I dr 

= 2J..T - (I/2)J..0J.._I (WT- 1/2 ) , 

{3:= (a-c)[(a+c)2-4b 2]-1/2; 

in the present case a, b, and c are to be identified as 

a : = (zu - xy)2 - (xy)2, 

b : = zu(zu - xy), 

c : = (ZU)2 , 

and thus 

b 2 -ac= T14, a -C= W, 

(a + C)2 - 4b 2 = (a - C)2 - 4(b 2 - ac) = W 2 - T, 

{3= W(W 2 - T)-I. 

X. DERIVATION OF ~oo 

In this section we shall derive S ~ from S ~oo. By em­
ploying Eq. (3.1) again, we obtain 

S~ (x,y,z,u) 

= 2aJ.. f~ I S~oo (xy + xyt,z,u)( 1 - t 2)J.. - Idt, 

x,y,z,uE(-I,I), X :=(1_X2)1/2, 

y : = (1 - y2) 1/2. 

Letfurtherz : = (1-r)1/2, u : = (1- U2)1/2, 

1± :=(zu±zu-xy)/xy [t_<t+1. 

p(t) :=4aJ..(xy)-2J..[(t-C) 

X(t-l+)] -J..(1_t 2)J..-I, 

n(t) :=4aJ..(xy)-2J..[-(t-C) 

X (t - 1+)] - J..(1 - t 2)J.. - I . 
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We express the six cases 1-6 defined in Sec. IV, Table II, in 
terms of t + and C. Thus we obtain from the closed expres­
sion for S~oo (Sec. IV) for S~ the expressions given in 
Table III. 

In Table III, 

PI : = JI p(t)dt, t ± < - 1 , 
-I 

P6 : = f /(t)dt, 1 < t ± ' 

P2 :=Ilp(t)dt, C< -1<t+<I, 
'+ 

Ps :=J'- p(t)dt, -1<1_<I<t+, 
-I 

P3 : = J'- p(t)dl, - 1 < t ± < 1 , 
-I 

pi : = II p(t)dl, - 1 < t ± < 1 , 
'+ 

and 

n2 F+ : = -I n(t)dl, C<-I<t+<I, 

ns : = r n(t)dl, -1<t_<I<I+, 

n3 f+ : = ,_ n(t)dt, -1<t± <1, 

These integrals are invariant under the transformation 
x -+ - x and z -+ - z, as follows from the closed expres­
sions to be given shortly. Under this transformation we get 
t+ -+ - C, C -+ - t+, and hence p(t)-+ p( - 1) and n (t) 
-+n( - t), so that 

PI = P6' P2 = Ps, P3 = pi, and n2 = ns . 

The integrals Pi and ni reduce to hypergeometric-func­
tion integrals after elementary transformations. The result­
ing hypergeometric functions zFl are most conveniently ex­
pressed in terms of the Legendre functions PJ.. _ I' ~ J.. _ 1 , 

OJ.. _ 1 , and 0 _ J..' Using, as in Sec. IV, 

lU := WT- 1/ 2, U;. :=aJ..2J..+1T-(1I2)J.., 

we obtain 

TABLE III. Expressions for S~ in the same six cases as defined in Table 
II. 

case w condition on t ± SA 
400 

I I<w t± < -I PI cos 17",1, 
2 -1<w<1 t_<-I<t+<1 n2 + P2 cos 17",1, 
3 w< -I -1<t±<1 P3 cos 17",1, + n3 + P; cos 17",1, 

4 w< -I t_ < - I, I <t+ n. 
5 -1<w<1 -1<t_<I<t+ Ps cos 17",1, + n, 
6 I<w 1 <t ± P6 cos 17",1, 
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p,=20"_,(cu)U,,, l<cu, 

P2 = (17-!sin 1TA)P,,_, ( - cu)U", - 1 <cu< 1, 

P3 = (1T/sin 1TA)~,,_, ( - cu)U", cu < - 1 , 

n2 = (1T/sin 1TA)P,,_, (cu)U", - 1 <cu < 1, 

n3 = 20 _" ( - cu) U", cu < - 1 , 

n4 = 20" _ I ( - cu) U", cu < - 1 . 

The actual derivations of these expressions are quite lengthy 
and are therefore omitted. We note that PI' P2' and P3 have 
been derived by Rahman and Shah23 (in a different nota­
tion). Our result for PI agrees with theirs, but for P2 andp3 
there is a slight disagreement. To be specific, Eq. (A13) of 
Ref. 23 is valid only for Re z <! and consequently Eq. (3.8) 
of Ref. 23 is correct only for W> 0; the 2F, given there equals 
P"_I or~"_1 onlyifW>O. 

By inserting the above closed forms for pj and nj into 
Table III we get closed forms for S ::00. These are recast into a 
more attractive form by using the relations2-s 

P"_I (x) + cos 1TA P"_I ( - x) 

= 21T- I sin 1TAQ" -I ( - x), - 1 <x < 1 , 

and 

0_" (z) = 0"_1 (z) -1Tcot 1TA~,,_, (z), 

zEi( - 00,1] . 

Thus we obtain in cases: 

1,6: PI cos 1TA = 2 cos 1TAO" _ I (cu) U", l<cu, 

2,5: P2 cos 1TA + n2 = 2Q" _ I ( - cu) U", - 1 <cu < 1, 

3 : 2P3 cos 1TA + n3 = 20"_1 (-cu)U", cu<-l, 

4 : n4 = 20"_1 ( - cu)U", cu<-l. 

This completes the derivation of s::OO (x, y,z,u). 

XI. DERIVATION OF 5;10 

Let us now derive S~IO from SilO' By employing Eq. 
( 3.1) again we obtain 

S~IO (x,y,z,u) = 2a" J~ I SilO (xy + xyt,z,U) 

X(1-t 2 )"-ldt. (11.1 ) 

We use the same notation as in Sec. X. Let us first recall the 
closed expression for silO : 

SilO (x,z,U) = 0, if W3 <0, 

= 2 sin 1TAW 3-'" 

ifxz+xz<u [W3>0], 

= -2sin1TAW3-", 

ifxz-xz>u [W3>0] , 

where 

W3 : = x 2 + r + u2 - 1 - 2xzu . 

First of all, W3 < 0 is equivalent to 

zu -zu <x<zu +Zii. 

(11.2) 

(11.3 ) 

(11.4 ) 

Replacing x by xy + xyt we see that this is equivalent to 
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C <t<t+, 

where, as before, 

t ± : = (zu ± zu - xy)/xy . 

Thus we see from (11.2) that f:~ ... = 0 in Eq. (11.1). We 
distinguish again the six different cases 1-6 of Tables II and 
III. Moreover, the conditions xz + xz < u and xz - xz> u 
occurring in SilO are not suitable for direct application in 
Eq. (11.1). Therefore we convert these conditions as fol­
lows: 

xz + xz < u {:} either zu + zu < x and uz - iiz> 0 

or zu - zu > x and uz + iiz> 0 , 

xz - xz> u {:} either zu + zu <x and uz - iiz <0 

or zu - zu > x and uz + iiz < 0 . 

Thus we get the positive sign from Eq. (11.3) if either 

t + < t and uz - iiz> 0 

or 

c>t and uz+iiz>O, 

and the negative sign from Eq. (11.4) if either 

t+<t anduz-iiz<O 

or 

In this way we find for S~IO (x,y,z,u)/sin 1TA the expres­
sions under the associated conditions as displayed in Table 
IV. 

In Sec. X we have given closed forms for PI' P2' and P3' 
By substituting these expressions we find that the above re­
sults lead to the closed forms for S ~IO given in Table II, Sec. 
IV. Thus Tables II and IV give the same information, pre­
sented in a different way. 

Apparently our result for S~IO differs from that ob­
tained in Ref. 23. In our opinion, the statement directly fol­
lowing Eq. (3.2) of Ref. 23 is incorrect and this leads to 
unjustifiable simplifications. 

XII. PARTIAL SECOND DERIVATION OF 5;10 

Let us finally employ Eq. (3.3) for deriving S~IO from 
SilO' Using the symmetry relations (1.15) - ( 1.17) we ob­
tain 

C;; f, D~(xy+xyt)(1-t2)"-'dt 
= {C~(X)D~(Y), ifx> ± y, 

-C~(x)D~(y), ifx<±y, 

where each condition should hold for both signs + and -. 
By interchanging x and y we get two other expressions that 
give, however, no new information. Defining 

S : = 2a" f~ 1 s~1O (z,u,xy +xyt)(l - t 2)"-1 dt 

we obtain 

S= {S~IO(X,y,z,U)' if [x> ±y{:}xy±xy>O], 

-S~IO(x,y,z,u), if[x< ±y{:}xy±xy<O]. 
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TABLE IV. Expressions for S;lO/sin 17',1 in the same six cases as in Tables II and III. 

case 

2 

3 

4 

5 

6 

conditions on t ± 

t~<-I, I<t+ 

-1<C<I<t+ 

Now S is easily evaluated by inserting the closed form for 
S~IO (see Sec. IV). With exactly the same six cases 1-6 con­
sidered before we find that S corresponds precisely to the 
column indicated by C in Table II, Sec. IV. Hence S~IO 
(x, y,z,u) is given by 

column C, if xy ± xy> 0 , 

column D, if xy ± xy < 0 . 

In order to be able to compare this with the results given in 
Table II, we interchange x ~ z andy ~ u. Then the cases 1-
6 are interchanged as follows: 1 ~ 6, 2 ~ 5, and 3 ~ 4; ap­
parently this effectively comes down to interchanging the 
columns D and C. Thus we find that S ~IO (x, y,z,u) is given 
by 

column D, if zu ± zu > 0 , 

column C, if zij ± zu < 0 , 

which is in complete agreement with Table II. Note, how­
ever, that the full result of Table II is not retrieved in this 
way. 
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Partial wave decomposition of the Glauber amplitude for the elastic 
scattering of structureless charged particles by atomic hydrogen 
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The partial wave amplitudes for the conventional Glauber approximation to the elastic scattering 
of structureless charged particles by hydrogen atoms are evaluated in closed form. The 
asymptotic behavior of these amplitudes in various limits is described. The large-r asymptotic 
behavior of the Glauber effective interaction and the logarithmic divergence of the elastic Glauber 
amplitude as () - 0 are discussed. Some numerical results for these partial amplitudes are 
presented. 

I. INTRODUCTION 

Applications of the Glauber approximation 1 to atomic 
collisions display two seemingly contradictory features. 
Present evidence2

,3 indicates that, on the whole, the Glauber 
approximation to the scattering amplitUde yields reasonably 
reliable predictions of both differential and integrated cross 
sections for inelastic scattering of charged particles by neu­
tral atoms at intermediate and high energies, i.e., at incident 
particle speeds Vi ;;:; 2 a.u. On the other hand, it is now well 
established that the Glauber approximation fails to predict 
the measured absolute angular distributions for elastic scat­
tering of electrons by hydrogen2,4-7 and helium2,7,8 atoms. 
The failure of the Glauber approximation is twofold for 
these elastic collisions. At very small scattering angles () near 
the forward direction the Glauber predictions di verge2,9, JO as 
In(sin () /2), whereas reasonable extrapolations ofthe data4 

to the forward direction appear finite. At intermediate and 
wide scattering angles the Glauber approximation appears 
to predict the shapes of the measured angular distributions, 
but substantially underestimates the absolute data.4 For ex­
ample, in e--H( Is) elastic scattering at 140°, the Glauber 
prediction is too low by - 40% for 100 e V incident electrons 
and by nearly an order of magnitude for 30 eVincident elec­
trons. Although exchange effects are neglected throughout 
in these Glauber applications, at intermediate incident elec­
tron energies, these effects, even when appreciable, are not 
expected to be as large as the aforementioned differences 
between theory and experiment. It is not surprising, how­
ever, that below -100 eV the Glauber predictions are inac­
curate. It is also not surprising that the Glauber predictions 
near 140° are inaccurate. The theory is not expected to be 
valid for such energies and for such scattering angles.2,9,J1 

In view of the truly remarkable success of the Glauber 
approximation when applied to inelastic atomic collisions, 
the apparent failure of the approximation in these applica­
tions to elastic scattering is not clearly understood in detail. 
Nonetheless, it has been shown6,9,JO that the In(sin () /2) di­
vergence of the Glauber amplitude as () _ 0 is traceable to 
the long-range nature of the Coulomb force, together with 
the use of the so-called closure approximation in the deriva-

a) Deceased. 

tion2 of the Glauber amplitUde formula from the Lippmann­
Schwinger integral equation for composite systems. Thus 
the failure of the Glauber approximation for small angle 
elastic scatterings (at small momentum transfers) is appar­
ently understandable. On the other hand, Thomas12 has 
shown that the failure of the Glauber approximation for 
wide angle e--H elastic scattering at incident electron ener­
gies Ej :> 50 e V is due to the normalization of those Glauber 
predictions. In particular it is found that the observed4 wide 
angle e--H angular distributions are quite reliably consis­
tent with the predictions of point Coulomb scattering of the 
incident electron by the nuclear proton, and that the 
Glauber predictions, while reproducing the shape of point 
Coulomb scattering at these angles, fail to reproduce the 
normalization of purely point Coulomb scattering. Alterna­
tively, Ishihara and Chen5 have argued that the failure of the 
Glauber approximation at all scattering angles stems pri­
marily from an improper treatment of the small angular mo­
mentum contributions to the predicted elastic scattering am­
plitude. 

The failure of the Glauber approximation to provide 
reliable absolute estimates of elastic electron-neutral atom 
scattering has prompted several attempts to improve upon 
or provide alternatives to the Glauber approximation for 
these collisions. These efforts include the two-potential ei­
konal approximation,5 the eikonal-Born-series approxima­
tion, 6, 

7 the Glauber angle approximation,13 the eikonal--op­
tical model,14 and the modified Glauber approximation of 
Gien,15 among others.2,16-19 Rather than suggest another 
such alternative to the conventional Glauber approxima­
tion, we examine the partial wave decomposition of the full 
Glauber amplitude for the elastic scattering of structureless 
charged particles by ground state hydrogen atoms. We are 
able to obtain the corresponding Glauber partial wave am­
plitudes in closed form. This result not only reflects another 
of the remarkable analytic properties of the Glauber ampli­
tude, but more importantly should enable an assessment of 
the elastic Glauber predictions in terms of general theoretic 
considerations20 conventionally describing the properties of 
the elastic scattering partial wave amplitudes and the corre­
sponding phase shifts. Moreover, we believe this to be one of 
the few, if not the only, successful attempts to obtain analytic 
closed form expressions for the partial wave amplitudes as­
sociated with an essentially high energy approximate to the 
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full scattering amplitude, other than first Born. Indeed, in 
atomic collision theory high-energy approximates are usual­
ly formulated explicitly to avoid the computation of the par­
tial wave amplitudes. 

Although the analysis is necessarily detailed and some­
what complicated, we are able to show clearly from these 
results that the failure of the full Glauber amplitude at small 
scattering angles stems primarily from the unphysicalbehav­
ior of the Glauber partial wave amplitudes at large angular 
momenta. This unphysical behavior is reflected in the large-r 
asymptotic behavior of the effective potential scattering in­
teraction for the Glauber approximation; to leading order 
the interaction is found to be purely absorptive and propor­
tional to r- 3

• The In(sin () 12) divergence of the elastic 
Glauber amplitude occurs in the imaginary part of the am­
plitude. Since the observed e--H total scattering cross sec­
tions are finite, the Glauber approximation fails to satisfy the 
optical theorem. 2 Nevertheless, we are able to clarify some­
what the sense in which the Glauber approximation approxi­
mately satisfies other constraints imposed by unitarity. 

We stress that the analysis and discussion in this paper 
are intended not to supplant, but rather to supplement, pres­
ently available analyses2•5- 7,12-19 of the deficiencies of the 
Glauber approximation in charged particle-hydrogen atom 
elastic scattering. However, we also believe the availability 
of these Glauber partial wave elastic scattering amplitudes 
may lead to further insight into the physical content and 
deficiencies of the Glauber approximation as applied to 
atomic collisions. 

The contents of this paper now may be summarized as 
follows. In Sec. II the Glauber partial wave amplitudes for 
the elastic scattering of structureless charged particles by 
hydrogen atoms is obtained in closed form. In Sec. III we 
derive the large-r asymptotic behavior of the effective poten­
tial scattering interaction for the Glauber approximation 
from the large-I behavior of the partial amplitudes, while in 
Sec. IV we show that the large-I behavior of the partial am­
plitudes leads directly to the In(sin () 12) divergence as 
() _ O. In Sec. V we present the results for some numerical 
computations of the partial wave amplitudes both as func­
tions of angular momentum I at fixed incident energy, and as 
functions of energy at fixed I. We summarize our conclusions 
in Sec. VI. For convenience, some of the detailed analysis 
leading to the results obtained in Secs. 111-V has been de­
ferred to the appendices. We obtain the asymptotic behavior 
of the amplitude at large angular momenta in Appendix A, 
while in Appendix B we obtain the asymptotic behavior of 
the Glauber partial wave amplitudes in various limits, in­
cluding the limit as the incident energy approaches zero, all 
at fixed angular momenta. 

II. REDUCTION OF THE GLAUBER ELASTIC PARTIAL 
WAVE AMPLITUDE 

The Glauber approximation to the scattering amplitude 
for a direct collision (excluding exchange or rearrangement, 
but including ionization) of a structureless particle of charge 
Zie with a hydrogen atom which consequently undergoes a 
transition from an initial state i to a final state/is given by l,2,9 
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P G( . /; - iKi J . b 1- ;q) =~ e,q· u;(r) 

x {eiX(b,r) - I} u
i
(r)d 2bdr, 

where the phase shift function X is given by 

I Joo x(b,r) = - - dz' II'; (r',r). 
Wi -00 

(la) 

(1b) 

In Eqs. (l a) and (l b) II'; (r' ,r) is the interaction potential 
seen by the incident particle with coordinate r'; r denotes the 
coordinate of the initially bound electron relative to the tar­
get atom nucleus; and ui and uf specify the initial and final 
state wave functions of the target atom. The momentum 
transfer is given by q = Ki - Kf with 
Ii Ki> Ii Kf = f.1. Vi> f.1. vf' where Vi and vf are the initial and 
final relative velocities of the scattered particle in the center­
of-mass system, and f.1. is the reduced mass of the incident 
particle-hydrogen atom pair. It is by now well understood2

•
3 

that identifying Eqs. (la) and (lb) as the direct scattering 
amplitude incorporates the subsumption that the z direction 
in Eq. (1 b) is to be taken along a direction v perpendicular to 
q, at each Ki and K/, and such that v lies in the scattering 
plane. Thus in Eqs. ( 1), b is the projection ofr onto the plane 
perpendicular to v. 

When spin-dependent interactions are neglected, Vi in 
Eq. (lb) is 

Vi = Zi e21r' - Zi e2/1r' - rl, 
and the Glauber amplitudes for direct elastic scattering and 
excitation from the ground state H( Is) can be evaluated in 
closed form. 3

•
10 In particular, the Glauber elastic scattering 

amplitude is given by 

PG(ls_ls;q) = -iKiJ..A3~Io(A,q)1 ' 
4 JA ..\=2/00 

(2a) 
where 

Io(A,q) = - 4i1J!r(l + i1J) 12,1 - 2 - 2;71 q - 2 + 2;71 

X 2P I (1 - i1J,l - i1J;l; - A 21q2) , (2b) 

with 1J= - Z; e2lliv; and ao the Bohr radius; of course, for 
elastic scatteringK; = Kf and q2 = 2 K~(1- cos (), where 
() is the center-of-mass scattering angle of the outgoing parti­
cle. 

SincepG( Is _ 1s;q) is azimuthally symmetric, pG can 
be expanded in Legendre polynomials P,(cos (). Thus we 
write 
pG(ls_ ls;q) 

00 

= L (21 + 1) Y?(ls - Is; K;) P, (cos () (3) 
'=0 

so that the partial wave amplitudes Y? are given by 

Y? ( Is - Is; K; ) 

= - sin () d(} P, (cos () F G( Is _ Is;q). 1 L1T 
2 0 

(4a) 

Comparing Eq. (3) with the usual expansion21 of the scat­
tering amplitUde in terms of the phase shift 0" we see that 

qG( 11K) 1 (2iOi 1 iO . 
0.7 I s- s; ; =-.- e -1) =-e i smol , 

2lKi K; 

(4b) 
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where 81 is generally complex. 
If we insert Eqs. (2a) and (2b) into (4a), we obtain the 

analogs of (2a) and (2b) for the partial wave amplitudes; 
namely, 

ff? (1s - Is; Ki ) 

= - iKi ~A. 3 ~f?(A., Ki ) I ' 
4 aA. A=2/o" 

(5a) 

where 

f?(A., Ki )= - 2h7 A. -2-i1]!r(1 + i7]) 12 

X So" sin 0 dO PI (cos 0) q - 2+ 2i1] 

X 2F1 (1 - i7],1 - i7];I; - A. 2/i). (5b) 

The integration over the angle 0 in Eq. (5b) may be evaluat­
ed in closed form as follows. We first write the hypergeome­
tric function zFl appearing in (5b) in terms of its Mellin­
Barnes integral representation22 

2Fl (1 - i7],1 - i7];I; - A. 2/q2) 

1 1 
[r(1 - i7])]2 21Ti 

xi ds [r(1 - i7] + s) P r( _ s) (~)s , 
c, r(1 +s) q2 

(6) 

which is valid provided larg(A. 2/i) 1 <1T. InEq. (6) the con­
tour C1 runs from - i 00 to + i 00 and is chosen so that the 
poles of r( 1 - i7] + s) lie to the left of C 1 while the poles of 
r ( - s) lie to the right. Since at the poles of r (1 - i7] + s) 
we have Re(s) <: - 1 and at the poles of r( - s) we have 
Re(s) >0, we may explicitly choose C1 to be the straight line 
running from - € - ioo to - € + ioo, where O<€ < 1. 
When the contour C1 is closed at infinity in the right half 
plane, Eq. (6) yields the usual expansion23 of the hypergeo­
metric function in powers of ( - A. 2/ q2), whereas, if C 1 is 
closed at infinity in the left half plane, the double poles of 
r( 1 + s - i7]) lead to the usual well-defined analytic con­

tinuation24 of the hypergeometric function in terms of 
In(A. 2/q2) and powers of ( _ q2/A. 2). 

Now, using Eq. (6) in (5b) together with 
q2 = 2 K;( 1 - cos 0), we obtain 

fG(A. K.) = -2i1'lA. -2-2i1] (2K2)i1]-1 r(1 +i7]) 
I , ,./ I r(1-i7]) 

X [ sin 0 dO PI (cos 0)( 1 - cos 0) - 1 + i1] 

X~f-E+iOO ds [r(1-i7]+s)]2 r( -s) 
211'1 -E-ioo r(1 +s) 

X -- (1- cos 0) -so (
A. 2 )s 

2K; 

On the contour, Re(s) <0; thus the singularity of 
(1 - cos 0) - I - s + i1] at 0 = 0 is integrable and the 0 integra­
tion is well defined for all values of s on the contour. Conse­
quently the orders of integration may be interchanged so 
that 
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But 

[ sin 0 dO PI (cos 0)( 1 - cos O)i1] - I - s 

=fl dxPI(x)(l-x)-I-s+i1] 
-I 

= (_1)1 J~I dxPI(x)(1 +X)i1]-I-s 

sincePI ( -x) = (- 1)1 PI(x). Moreover,25 

(7) 

fl dx(1+x)UP,,(X)= 2
u

+
l
[r(1+u)p , 

-I r(u+v+2)r(1+u-v) 
provided Re(u) > - 1. Therefore, 

[ sin 0 dO PI (cos 0) (1 - cos O)i1] -I-s 

(-1)12i1]-S[rU7] _S)]2 

r (i7] - s + 1 + 1) r (i7] - s - I) 
and 

f?(A.,Ki ) 

= _ i A. -2 K .-2 (~)-i1] r(1 + i7]) 
7] '4K; r(1- i7]) 

(8) 

X ( _ 1) I ~ f - E+ ioo ds [r (1 - i7] + s) ] 2 r ( _ s) 
211'1 -E-ioo r(1+s) 

X r(i7] - s)rU7] - s) (~)s. 
r U7] - s + 1 + 1) r (i7] - s - I) 4 K; 

(9) 

Since 1 is an integer, we employ the relation26 

r(1 + a) = ( _ 1)m r(m - a), m = 1,2,3, ... , 
r(1+a-m) r(-a) 

to infer 
r(i7] - s) r(i7] - s) 

r(i7] - s -I) r(i7] - s + 1 + 1) 

= _ _ r....;(_I-,-+_I_-_i7] ..... +-,---s,--) r(s - i7] -I) 
r(1 - i7] + s) r(1 - i7] + s) 

and thereby obtain 

f?(A.,Ki ) 

= i A. -2 K .-2 (~) -i1] r(1 + i7]) ( _ 1)1 
7] '4K; r(1- i7]) 

( 10) 

X~f-E+iOO ds r(s - i7] - /)r(s - i7] + 1 + 1) 

211'1 -E-ioo r(1 +s) 

Xr(-s) -- . (
A. 2 )S 

4K; 
(11 ) 

Equation (11) is subject to the restriction that larg(A. 2/ 
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4K;) 1 <1T, since larg(A 2/q2) 1 <1TinEq. (6). Although the 
integrand ofEq. (11) has the proper form for identifying the 
integral as a Mellin-Barnes representation of a hypergeome­
tric function, the integral cannot be equated with a hyper­
geometric function because not all of the poles of 
r(s - i7] -I) lie to the left ofCI (see Ref. 22). In particular, 
there are 1 + 1 poles of r (s - i7] - I) at values of s = 1 
+ i7] - j (j = 0,1, ... , I) to the right ofCI . However, if we let 
C2 be a closed contour, which encircles only these 1 + 1 poles 
of r(s - i7] - I) in a counterclockwise sense, then 

_1_ r ds ... = _1_ r ds ... __ 1_ r ds.... (12) 
21Ti Jc, 21Ti Jc, + C2 21Ti JC2 

The integration over the contour C1 + C2 now may be iden­
tified with a hypergeometric function, while the integral 
over C2 may be evaluated by applying the residue theorem. 
In particu1ar,22 

_1_ r ds r(s-i7]-l)r(s-i7] +1+ 1) 

21Ti Jc, + C2 r( 1 + s) 

Xr( -s) (A 2/4K;>, 

= r( - 1 - i7]) r (I + 1 - i7]) 

X 2F1( -1- i7],1 + 1- i7];l; -A 2/4K;). (13) 

Since the only poles of the integrand within the closed con­
tour C2 are the aforementioned 1 + 1 simple poles of 
r(s - i7] - I) we find that 

_1_ r dsr(s-i7]-l)r(s-i7]+I+ 1) 
21Ti JC2 r( 1 + s) 

Xr( -s) (A 2/4K;>, 

= ± (- 1)j r(21 + 1 - j) r( -1- i7] + j) 
j=O J1 r(1+I+i7]-j) 
X (A 2/4K;)I+i1/-j. (14a) 

Now let m = - j, then 

1 r I (_1)I-mrU+1+m) 
21Ti JC

2 
ds··· = m~o r(1 + 1- m) r(1 + i7] + m) 

Xr( - i7] - m) (A 2/4K;)m+i1/. (14b) 

We can use Eq. (10) to simplify (14b) considerably. Noting 
that 

ru+ 1 +m) = r(1+ 1 +m) (_1)m r(m -I) 
r(l + 1 - m) r(l + 1) r( - I) 

= ( - 1)m(l + 1)m ( -/)m 

and 

r(1 + i7]) 
r( - i7] - m) = ( - 1)mr( - i7]) ----'----'-~-

r(1 + i'1/ + m) 

= ( _ 1)m r( - i7]) , 
(1 + i7])m 

where (a)m is Pochhammer's symbol,27 we obtain 

-l-i ds res - i'1/ - I)r(s - i7] + 1 + 1) 
21Ti C2 r(1 + s) 

956 

Xr( -s) (~)S 
4K; 
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= ( _ 1)/ (~)i1/ r( - i7]) 
4K; r(1 + i'1/) 

/ (I + 1) (- I) ( - A 2)m XL m m _ • 

m = 0 [ (1 + i7]) m ] 2 4 K ~ 
(14c) 

Finally employing the results of Eqs. (12)-(14c) in Eq. 
( 11) we find, after some further minor manipulations with 
the gamma functions, that Eq. (11), and therefore Eq. (5b), 
can be reduced to the comparatively simple form 

f?(A,Ki ) 

=A-2K.- 2 { ± (I+1)m(-1)m (_~)m 
I m = 0 [ (1 + i7]) m ] 2 4 K ~ 

_ 1 r(1 + i7] W (~) - i1/ (1 - ~7]) / 
4K~ (1 + 17])/ 

X2F{ - i7] -I, - i7] + 1 + 1;1; - 4~~ )}. (15) 

Recalling Eq. (5a), it is necessary to differentiate 
f? (A, Ki ) once with respect to A in order to obtain the 
elastic Glauber partial wave scattering amplitude; this is 
most easily accomplished by noting that if z = A 2/4 K 7 then 
a faA = (A /2 K ;)(a /az) and that2s 

a 
- 2FI (a,b;c; - z) 
az 

= - (ab /c}zFI (a + 1,b + l;c + 1; - z). 

In terms of the parameter z, we write 

fG(A K.) =~K.-4Z-I-i1/ { ~ (1+ 1)m( -/)m 
/ 'I 4 I m~ 0 [ (1 + i7]) m ] 2 

X ( - 1)m ~+i1/ -lr(1 + i7])12 (1 - ~7])/ 
(1 + 17])/ 

X 2FI ( - i7] - 1,1 + 1 - i7]; 1; - z) }. (16) 

After some elementary manipulations, we obtain from (5a) 
and (16) the desired result that 

Y? ( Is ---+ Is; Ki ) 

= _1_ { _ (1 + i7]) 
2iKi 

[ ± (1 + 1) m ( - I) m 

X m=O [(1 + i7])m]2 

- I r (1 + i7] W - . 1+ 1 -2-2 
(1 i7]) (1 )1-i1/ 

(1'1/)/ K i ao 

XzF{ - i7] -I + 1, - i7] + 1 + 2;2; - K/aJ]} . 

(17) 
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The first Born elastic partial wave amplitudes may be 
obtained in a fashion very similar to the foregoing reduction 
of the elastic Glauber amplitude. One can easily show·9 that 
the fundamental relation between the Born and correspond­
ing Glauber amplitude is 

pB(i -+ f;q) = il1 lim {( 1/il1) p0(i -+ f;q)} (l8a) ..,_0 
for fixed K j and each momentum transfer q. A similar rela­
tion holds for the corresponding partial wave elastic scatter­
ing amplitudes; at fixed Kit 

yr( Is -+ Is; K j ) = il1 lim {( 1/il1) y?( Is -+ Is; K j } • ..,_0 
(l8b) 

Applying the relation (18b) to Eq. (17) is not straightfor­
ward, but rather, unduly tedious. However, Eq. (18b) can 
be easily applied to Eqs. (5) to give 

yr( Is -+ Is; K 1 ) 

= K j 11 (~)3 .!. ~ fn.t, K1 ) I ' 
ao 4 aA. A = 2/Do 

09a) 

where 

fr(A.,K j ) = lim {Olil1) f?(A.,K/)}. (l9b) ..,_0 
Applying the relation (19b) to Eq. (11) yields an inte­

gral representation for the generating function fr, which 
may be evaluated easily after some minor manipulations. We 
find that 

fB(A. K) = -4A. _4(4Kt)1 r(l+ 1)r(l+ 1) 
I , I A. 2 r(21 + 2) 

X~!(1 + 1,/ + 1;2/ + 2; - 4 KtlA. 2). 

(20) 

The hypergeometric function in (20) is related to the Le­
gendre function QI(Z) of the second kind,29 with Z 

= 1 +A. 2/2Kt. Thus from (19a) and (20) it can be shown 
thatl° 

yBI ( Is -+ Is' K) = -.!. (K '7J)K .- 2A. 3 ~ 
" 2"" aA. 

x [A. -2 QI (1 + ~)] I 
2K j A=2Ia" 

(2la) 

(Kj 11) K j- 2 {( 1 + Z(: : : ») QI (z) 

1+1 } - 1 +z QI+! (z) , (21b) 

where Z = 1 + UKt a~. It should be noted that Eq. (21b) 
for yr can be shown to be equivalent to the seemingly differ­
ent expression given by Mott and Massey.3! Moreover, 
since30 

(l + l)z QI(Z) - (l + 1)QI+! (z) = - (r - 1)1/2 Q J(z) 

and32 QI(Z) >0, while QJ(z) <0 when z> 1, the term in 
braces on the right side of (21b) is purely positive for 
O<K/ < 00. Thusyr > o if 11 >0 (i.e.,Z/ <O),andYr <Oif 
11 <0 (i.e., Z/ >0). 
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III. EFFECTIVE INTERACTION AT LARGE r 
In this section we obtain the large-r effective interaction 

of the Glauber approximation to the elastic scattering of 
charged particles from hydrogen atoms. By the effective in­
teraction-which we denote by Velf-we generally mean 
that interaction such that, at each incident energy, the elastic 
scattering of the incident particle is described exactly by the 
scattering solutions to the single particle SchrOdinger equa­
tion with V = Velf. Of course, the exact Velf for the scattering 
is Velf = VOP!' where Vopt is the exact optical potential. To 
obtain the Glauber effective interaction, V~, at large dis­
tances r, we exploit the relation between the large-I partial 
wave amplitudes for scattering by a potential and the first 
Born approximate to those amplitUdes. 

As is well known, the Born partial wave amplitudes for 
scattering by a potential V(r) may be written33 

yr = - ,;,p, (00 V(r) [ JI + 1/2 (K/ r)] 2r dr. (22) 
Tr K j Jo 

If V(r) = Cr - a, then,34 provided 21 + 2> Re(a - 1) > 0, 

B_ p,1T'C (K1)a-2 1 r(a-1)r(l+~-a/2) 
Y I 

- - fil K
j

"'2 "'2 [r(a12) Fr(l + ! + a/2) . 

(23) 

In particular, for a = 3 we obtain 

.rr = - p,C lfill(l + 1) . (24) 

For large I, we see from Eq. (22) that most of the contribu­
tion to the integral will come from large r, i.e., from the 
asymptotic form of V(r). Hence, if V(r) -C Ir for large r, 
then 

yr- -p,Clfill 2
, (25) 

for large l. Furthermore for such a potential, for large 1 the 
exact partial wave amplitude Y I and the Born partial wave 
amplitude yr approach each other: 

Ylzyr- -p,Clfill 2
• (26) 

But in Appendix A we obtain the large-l asymptotic behav­
ior of the Glauber partial wave amplitUdes. From relation 
(All), Y? behaves, to leading order, like 

(27) 

The 1 dependence ofEq. (27) is identical to that ofEq. (26). 
We may now ask for the asymptotic behavior of the effective 
interaction V~ (r) such that the exact potential scattering 
solution to the SchrOdinger equation yields the same large-l 
partial wave amplitudes as obtained in the Glauber approxi­
mation. From our discussion above we see that V~ (r) 
-C Ir, where the constant C is obtained by equating the 
right-hand sides of (26) and (27), so that 

ifil K112a2 Z ~e4 c= - ,0 = -i-'-a~. 
p, Wj 

Thus, for large r, 

Vo .Zfe4a~ 1 
eIf- -1---. 

Wj r (28) 

B. K. Thomas and V. Franco 957 



                                                                                                                                    

Note that this is a purely absorptive, energy-dependent, ef­
fective interaction regardless of the charge of the incident 
particle. Equation (28) is to be contrasted with the large-r 
effective interaction corresponding to the amplitudes yr of 
Eq. (21b), namely, 

V~1f (r) -Z;e2 (1/r + lIao)e - 2
r
lao, 

which is real, energy dependent, and exponentially decreas­
ing. 

The exact large-r asymptotic interaction for the elastic 
scattering of a charged particle by atomic hydrogen has been 
examined classically35 and from the optical potential.36 To 
leading order, 

Velf (r) - - ! a H Z7e4/r4, (29) 

where a H is the polarizability of the hydrogen atom target 
and Velf is purely real. Comparing Eqs. (28) and (29), we 
see that V~ is unphysical on two accounts: it is absorptive, 
and of order r- 3 at large r. It is noteworthy that the domi­
nant unphysical behavior of V~ as r __ 00 can be traced to 
the Glauber approximate to the second Born approxima­
tion. This is easily seen by expanding e;x in Eq. (la) in pow­
ers of 1/ = - Z;e2/w;; this corresponds to expanding pG 
itself (or y?) in powers of 1/. It is well known2 that the 
Glauber approximates to the nth term in the Born series for 
the direct scattering amplitude is given at fixed K; by the 
term proportional to 1/" in the expansion of pG (or Y?). 
Since (27) is proportioned to 1/2 it follows that (28) is due to 
the Glauber approximate to the second Born term in the 
direct scattering amplitude. Similarly, it is known l4,36 that 
Eq. (29) stems from the second Born term in the direct Born 
series for the optical potential Vopt ' Thus the failure of V~ 
corresponds to the previously noted failure6,9 of the Glauber 
approximate to p~ stemming from the use of closure in the 
derivation2 of the Glauber approximation. We show this ex­
plicitly in Sec. IV. 

We may employ the arguments of this section and the 
higher-order terms in 10fEq. (All) to examine asymptotic 
corrections to Eq. (28). In particular, we examine the cor­
rections stemming from the Glauber approximates to the 
second and third Born terms in the direct amplitude Born 
series, From the discussion of the previous paragraph and 
(A 11 ), we see that at large I the Glauber partial wave ap­
proximate ~ to the second Born partial waves are, to or­
der (l + 1) -4, 

yG -iK. 2 a~ {I +_1_+ 1 
12 11/ (l + 1)2 1+ 1 (l + 1)2 

X[~K7a~+1]+"'}' (30) 

Again employing Eq. (23) to each order of lin (30) we find 
that, at fixed K j , the effective interaction V~ in the Glauber 
approximate P? to the second Born term is asymptotically 

G2 .Z7e4a~ { 1 a l a2 } V If- -1--- -+-+- , 
e w; ~ r4 r (31) 

where a l and a2 are purely real. Thus the V~ does contain 
terms of order r- 4

, but the coefficient is again imaginary. 
Moreover, V~ contains terms proportional to r-5

• But it is 
known 14,35,36 that the exact asymptotic Velf is 
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1 Z2 4 

Vif (r) _ - - a H ;e + 0(r- 6 ) 3 
• 2 r4 ' ( 2) 

where the terms of order r- 6 in (32) stem, again, from the 
second Born term in Vopt ' Thus, the unphysical nature of 
V~i is manifest not only in the imaginary coefficient, but 
also in the presence ofterms of order r- 3 and r- 5

• We note 
that the imaginary coefficient of V~ reflects the fact that the 
Glauber approximate to the second Born term in the ampli­
tude is purely imaginary.2,6,7,9 We also point out that V

elf 
(r) 

generally must contain absorptive terms to represent the re­
moval of flux from the direct elastic channel. In e - -H ( Is) 
collisions, these absorptive terms must be present even below 
the first excitation threshold to allow for exchange effects. 
However, the absorptive terms in V.1f are generally expected 
to be short range. 

In a similar fashion, we also may discuss the effective 
interaction due to the Glauber approximate to the third 
Born term. From (All) we find that to leading order in 
large I, the Glauber partial wave approximate Y~ (propor­
tional to 1/3) to the third Born partial wave is 

Y~ -3 K~a6 1/3 {lI1 4 + O( lII 5
)}. (33) 

Thus, the effective interaction V~i due to the Glauber ap­
proximate to the third Born term is asymptotically 

vG3 _..2.. (Z;e
2

)4 ..!.. + 0 (..!..). (34) 
elf 2 (W;)3 r r6 

Although V~i has the desired property of being real, we see 
from Eq. (32) that the exact large-r asymptotic form for 
Velf (r) contains no r- 5 dependence. Consequently, the con­
tinued use of P? to approximate the exact third Born term in 
elastic scattering applications of the eikonal Born-series ap­
proximation6,7 and in the modified Glauber approximation 
of Gien IS is probably somewhat suspect, particularly at 
small scattering angles. Moreover, we suspect that the 
Glauber approximate to each term in the exact e--H( Is) 
elastic scattering Born series is correspondingly unphysical. 

Finally we note that the amplitUde formula of the two­
potential eikonal approximation of Ishihara and Chen5 can 
be written as a finite sum of partial waves plus an integral of 
the form of Eq. (1 a) with a phase shift function X that differs 
from (lb) at small values ofb. At large values ofb, however, 
the two-potential eikonal X reduces to (1 b). Recalling that 
(la) can be derived by exploiting the correspondence 
(l + !)/K; -- b at fixedK; (see Ref. 2, Sec. 2.1.5; and Ref. 
5), we see immediately that at large I, the behavior of Y? 
and of the corresponding large-I partial wave amplitudes of 
the two-potential eikonal approximation is determined for 
both approximations by the behavior of the integrand in 
(la) at large b. Thus at large I, the two-potential eikonal 
partial wave amplitudes behave like Y? Consequently, the 
conclusions of this section, stemming as they do from the 
large-I behavior of Y?, also apply to the two-potential ei­
konal approximation. We suspect these conclusions also ap­
ply to the Glauber-angle approximation as well. 13 

IV. THE GLAUBER AMPLITUDE NEAR THE FORWARD 
DIRECTION 

In this section we investigate the divergence of pG (q) as 
q __ 0 at fixed K; (i.e., as the scattering angle () approaches 
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zero). Although the amplitude is known2.6•
9 to diverge lo­

garithmically, there seems to be some confusion regarding 
the source of this divergence. 

It is well known37 that potentials which fall off as r- 3 at 
large r lead to divergent elastic scattering amplitudes near 
the forward direction. As was shown in Sec. III, the asymp­
totic form of the Glauber amplitude Y? for large 1 implies 
an effective potential proportional to r- 3 for large r. Conse­
quently it is this large-r dependence of the effective potential 
or, equivalently, the large-I dependence ofthe partial wave 
amplitude that leads to the divergence of the full scattering 
amplitude FG as 0 __ O. 

To see this in more detail, it is instructive to investigate 
the scattering amplitude F G near the forward direction both 
by means ofEq. (2a) and by means of the sum given by Eq. 
(3) of the partial wave amplitudes Y? By explicitly per­
forming the indicated differentiation in Eq. (2a), we may 
express the full elastic scattering amplitude as 

FG(q) =2Kj 7]jr(1 +i7])12q-25 -j1/ 

X [(1 + i7])2F I (1 - i7],1 - i7];I; - 5) 

+ (1 - i7])25 ~I (2 - i7],2 - i7];2; - 5)], 

(35) 

where 5 =4/q2a~ = [Kjao sin(O /2)] -2. AsO __ 0, we have 
5 -- 00. Now as 5 -- 00 we have,24 for fixed 7] (i.e., fixed 
K j ), 

~1(1- i'T/,1 - i7];I; - 5) 
1 5 -1+j1/ 

r(1 - i7]) rU7]) 

X [In 5 + 2",( I) - ",(1 - i7]) - "'U7])], (36a) 

~I (2 - i7],2 - i7];2; - 5) 
1 5 -2+j1/ 

r(2 - i7])rU7]) 

X[In5+2",(1) -"'(2-i7]) -"'U7])]' (36b) 

where38 ",(z) = d[In r(z) ]!dz. 
Using these asymptotic results in Eq. (35), we obtain, 

for fixed K j and 7], 

FG(q) -i Kja~ 7]2[ - 21n(sin 0/2) - 21n(Kjao) 

-!+2"'(1)-"'(1-i7])-",U7])] (37) 

-iKja~ 7]2 [ -21n(sinO/2) -21n(Kjao) 

- ! - 2y - 2 Re [",(1 - i7])] + U7]) -I], 

(38) 

where (38) is obtained from (37) via the properties of the '" 
functions.38 The logarithmic divergence of FG as 0 __ 0 is 
made explicit in either (37) or (38). 

Let us next investigateFG in terms of the sum over par­
tial waves. From Eq. (All), for large / and / + l>Kj ao 

y?(Kj)-iKja~ 7]2(/+ 1)-2[1 + (/+ I)-I]=Y? 

(39) 

We may express the full Glauber amplitude as 
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F G() 'K 2 2 ~ 21 + 1 [1 1] q =1 lao 7] k 2 +-- PI(cosO) 
1=0 (/+ 1) 1+ 1 

L. 

+ L (21 + 1)PI (cos 0) [ Y? - .r?] 
1=0 

co 

+ L (21 + 1) [ Y? - .r?] PI (cos 0). 
I=L+I 

(40) 

By choosing L appropriately we may make the last sum in 
Eq. (40) as small in magnitude as desired. Consequently we 
shall omit that sum hereafter. Now 

21+ 1 (1 +_1_)=_2_+ 1 _ 2/+ 1 
(/ + 1)2 1+ 1 1 + 1 1(/ + 1) (I + 1) 31 . 

Also39 

f _1_PI(COSO) =In(1 + sin (12) (41) 
1=0 1 + 1 sin 012 

and 

L PI (cos 0) = 1 - 21n 1 + . co 1 ( .JI-COSO) 
1=1/(1+ 1) 2 

Therefore 

f ~I + \ (1 + _1_) PI (cos 0) 
1=0 ( + 1) 1 + 1 

= 21n(1 ~ sin (12) _ 2 In (1 + sin (12) + 1 
sm 0/2 

co 21 + 1 - L 3 PI (cos 0). 
1=1/(1+1) 

(42) 

(43) 

Consequently, by choosing L appropriately we find that, to 
any desired accuracy, 

FG(q) = - 2i K j a~ 'T/21n (sin 0/2) 

+ yeg - .reg + iKj a~ 7]2 

+ It I (21 + 1) { Y? - y? 

- i K j a~ 7]2 . 1 3} PI (cos 0). (44) 
1(1 + 1) 

As 0 __ 0 we obtain 

FG(q) _ - 2i K j a~ 7]2 In (sin 0/2) (45) 

in agreement with Eq. (38). The logarithmic divergence 
arises from the sum (41) and in particular stems from the 
large-I behavior of the summand, i.e., from the large-/behav­
ior of the partial wave amplitUde. We also point out that 
(45) holds at small 0 even when Vj __ 0 (i.e., K j __ 0 at fixed 
p), despite the apparent In(Kj ) divergence in (37) and 
(38). This can be seen by applying to Eq. (35) the methods 
of Appendix B, wherein the Vj __ 0 behavior of Y? is ob­
tained. 

As we remarked in Sec. III, the large-I asymptotic be­
havior of Y? is due to the Glauber approximate to the 2nd 
term in the Born series for the direct scattering amplitUde. 
Thus the results of this section are consistent with, and serve 
to clarify, previous discussions2.6•9 of the divergence of FG in 
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the forward direction. Moreover, in Sec. III we found that 
the partial wave amplitudes of the two-potential eikonal ap­
proximation behave at large I like Y? Since the large-I be­
havior of Y? determines the In (sin () /2) divergence of F G

, 

the full two-potential eikonal amplitude must similarly di­
verge as e --.. o. 

V. SOME NUMERICAL RESULTS FOR THE PARTIAL 
WAVE AMPLITUDES 

In this section we present some results of numerical 
computation of the e--H( Is) elastic Glauber partial wave 
amplitudes Y? (K; ), both as a function of I + 1 for fixed K; 
and as a function of K; for fixed I. 

In Fig. 1 we show K; Y? (K;) as a function of I + 1 for 
K; 0 0 = ! and for K; 0 0 = 2 and 1 <.1 + 1 <.20. The solid and 
broken curves connect the discrete points (dots), serving 
merely as a guide to the eye. For the case K; 0 0 = !, the 
asymptotic expansion (A 11) is expected to be valid for 
I + 1 >! and I> 1. We see from the figure that the asymptotic 
behavior (straight line portion) occurs for I + 1 ~ 5, which 
is consistent with I + 1 >! and I> 1. For K; ao = 2, the condi­
tions for the validity of asymptotic expansion are I + 1 >2 
and I> 1. From Fig. 1 we see that the asymptotic behavior 
occurs for I + 1 ~ 10, which is consistent with I + 1 >2 and 
I> 1. This figure also reveals that the imaginary part of Y? 
behaves asymptotically like (I + 1) - 2 whereas the real part 
behaves like (/ + 1) -4, as can be inferred also from Eq. 
(All). 

In Fig. 2 we show K; Y? (K; ) as a function of I + 1 for 
K; ao = 5 and for K; ao = 10 and 1<.1 + 1<.20. For I + 1 
= 20, (/ + 1) / K; ao is 4 and 2 for the two cases shown. 

10-5 
I 2 

\,K j =20.u. 

, 
\. Kj = 0.5 O.u. 

5 

, 
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\ , 
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\ 
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10 20 I 
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\ , , , 

'. 
\, , 
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, 
, 

\ , 

5 10 20 

FIG. 1. Real and imaginary parts of Glauber approximation partial wave 
amplitudes for elastic scattering of electrons by ground state hydrogen, for 
incident momenta K, Qo = ~ and 2. The curves connecting the dots serve 
merely to guide the eye. 
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FIG. 2. Same as Fig. I for K, Qo = 5 and 10. 
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\ 

These values are not large enough for the asymptotic expan­
sion to be valid, as can be readily seen from the figure. 

In Fig. 3 we present K; Y? (K;) for I = 0 and I = 1 in 
Argand diagrams. For I = 0 the threshold value of K; Y? is 
0.474; and for 1= 1 it is 0.246;. The results for smallK; were 
obtained from the small-v; asymptotic form of Y? [Eq. 
(B9) ], derived in Appendix B. The numbers with the corre­
sponding arrows denote the incident momentumK; in atom­
ic units. We note that at all energies K; Y? lies within the 
unitary circle. This is to be contrasted with the Born approx­
imation in which K; Y? lies outside the unitary circle for 
finite K;. We also note that at zero energy the partial wave 

-0.5 

, 
'2 

-0.5 0.5 

FIG. 3. Argand diagrams forK, Y?(K,) fori = o and I = 1. The threshold 
values are 0.474i for 1= 0 and 0.246i for 1= 1. The arrows point to the 
position of K, Y? for the corresponding momenta, which are given in 
atomic units. 
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amplitudes are purely imaginary, indicating an absorptive 
interaction. Recall from Sec. III that the large-r (large-I) 
Glauber interaction was also absorptive. The clockwise di­
rection with increasing K j , of the Argand diagram, indicates 
that the real part of the Glauber effective potential interac­
tion is attractive for incident electrons. 

We point out that for incident positrons, the Glauber 
amplitude is given at fixed K j and fixed q by 

FO (positrons) = - {FO (electrons)}·. 

Thus the numerical results of Figs. 1 and 2 hold for incident 
positrons provided the curves for Re(Kj Y?) are multiplied 
by - 1. Moreover, the positron curves corresponding to 
Fig. 3 are obtained simply by reflecting the plotted curves 
about the imaginary axis. Although we have yet to perform 
numerical calculations of Y? for other than incident elec­
trons (or positrons), some results for incident protons may 
be inferred from the results of other sections of this paper. In 
particular, in Appendix B we obtain the Vj -- 0 behavior of 
Y? at fixed I. In the case where the reduced mass /-t, or the 
charge Zj, is large, we have, from Eq. (BlO), 

Y? __ i [1 _ (1 _ 1)4 ( ~ )4 + ... ]. 
K j IZj Ie /-tao 

Thus for incident protons, the Argand plots of Kj Y? termi­
nate at K j = 0 on the imaginary axis at i/2. 

It is known2 that the Glauber approximation in purely 
potential scattering satisfies the optical theorem at high en­
ergies, and thus satisfies in some sense the constraints im­
posed by unitarity. In composite atomic collisions applica­
tions, and in particular for the elastic scattering of charged 
particles by hydrogen atoms and helium atoms, however, the 
Glauber approximation fails to satisfy the optical theorem 
because the imaginary part of the elastic scattering ampli­
tude diverges in the forward direction, whereas measured 
total cross sections are found to be finite. On the other hand, 
the Argand plots of K j Y? shown in Fig. 3 for I = 0 and 
1= 1, clearly show that for e--H, or e+ -H elastic scatter­
ing, K j Y? lies within, or on, the unitary circle. Although 
we do not present Argand plots for values of t~2, the nu­
merical calculations of Y? for 1<20 indicate that at each 
fixed I, K j Y? lies within the unitary circle for K j ao<20. 
Generally we believe, but have not yet proven, that K j Y? 
lies within the unitary circle for all fixed values of I, not only 
for e Of -H elastic scattering, but also for the elastic scattering 
of any structureless charged particle by a hydrogen atom. 
This conclusion is, in part, supported by the asymptotic be­
havior of Y? as Vj -- 0, as /-t -- 00, and as IZj I -- 00 which 
we discuss in Appendix B. In contradistinction to behavior 
of the Glauber Y?, the conventional Born partial ampli­
tudes Y? are found to diverge as /-t -- 00 or IZj I -- 00 at 
fixed K j • More generally, we believe, but cannot yet prove, 
that K; Y? lies within the unitary circle when the Glauber 
approximation is applied to the elastic scattering of struc­
tureless charged particles by arbitrary neutral atoms or mol­
ecules. This is to be contrasted with first Born applications to 
the elastic scattering from many-electron atoms where it is 
known40 that the small-I Born partial wave amplitUdes vio­
late the unitary bounds41 on IY?1 2 at low energies. 
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VI. CONCLUSION 
In this paper we have shown that the () -- 0 divergence 

ofthe Glauber charged particle-hydrogen atom elastic scat­
tering amplitUde stems directly from the large-I behavior of 
the Glauber partial wave amplitUdes yo. Furthermore this 
large-I behavior is associated with a purely absorptive, r- 3 

effective potential in the Glauber direct elastic scattering 
channel, and clearly stems from the Glauber approximate to 
the second term in the Born series for the direct amplitude. It 
has been previously remarked that the In(sin () /2) diver­
gence, and hence the absorptive Glauber effective interac­
tion, can be traced2

,6,9 to the use of the closure approxima­
tion in the derivation2 of the Glauber amplitude formula for 
composite collisions. In this derivation, closure is employed, 
on shell in the direct elastic channel, to eliminate the infinite 
sum over all states of the target hydrogen atom from the 
direct channel asymptotic propagator.2 Thus, even though 
the approximate Glauber solution to the three-particle 
Schrodinger equation no longer contains terms that explicit­
ly depend upon excited states of the target atom, the use of 
closure implicitly admits an expansion of the Glauber scat­
tering solution in all states of the target, wherein propaga­
tion in all channels corresponding to excited states of the 
target is allowed, even below the first excitation threshold. 
From Eq. (28) it is clear that the absorptive V~ diverges as 
K j __ O. In some sense this divergence of V~ reflects the 
possibility of propagation in all target channels, both dis­
crete and continuous, at K; = O. As remarked in Sec. III, the 
exact direct channel effective interaction must contain ab­
sorptive terms in e--H collisions, if only to account for the 
removal of direct channel flux into the exchange channel, 
even below the first excitation threshold. Since all target 
channels are open in the Glauber approximation, it is tempt­
ing to assert that V~ crudely (though assuredly incorrect­
ly) accounts for these effects via the use of closure in the 
elastic channel of the incident particle. Finally, the availabil­
ity of the analytic expressions for the Glauber elastic partial 
amplitUdes for charged particle-hydrogen atom collisions 
should enable a more formal examination of the properties of 
the Glauber amplitudes; such studies will, perhaps, lead to a 
better understanding of the successes and failures of the ap­
proximation. 

We have not fully exploited the formal analytic proper­
ties of the amplitudes Y? in this present paper. However, we 
have made some studies of these properties. In particular, we 
have in part examined the continuation of Y? of Eq. (17) 

onto the physical energy sheet defined by 0 < arg(K;) < 21T. 
As it stands, Eq. (17) defines Y? for -1T<arg(K;) <1T. 
The analytic continuation of (17) into the region 1T 
<arg(K;) < 21T (the lower half physical sheet) is necessarily 
complicated by the K j dependence of 7]. Nevertheless it is 
clear from (17) that the physical cut O<K; < 00 is required 
to make (K; a~ ) jTJ single valued. Preliminary results for the 
continuation of Y? onto the negative real axis and lower 
physical sheet indicate the possible need for a branch cut 
running from - 00 <K;< - 1, although this result is not 
assured. However, for incident particles with Zj < 0, these 
same preliminary results indicate that at fixed I, Y? has 
discrete simple poles on the negative real axis, stemming 

B. K. Thomas and V. Franco 961 



                                                                                                                                    

from the factors r(1 - i17)( 1 - i17) I = rc 1 + 1- i17) in 
Eq. (17), at energies En given by 

En = - Z ;e4p/2ft-n2
, 

where n = I + 1 + r = 0, 1,2, ... at each I. 
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APPENDIX A: LARGE·/ ASYMPTOTIC BEHAVIOR OF 
nand :rt at fixed K, 

In this part ofthis Appendix we derive asymptotic forms 
for the Glauber and Born partial wave amplitudes valid for 
large angular momentum quantum numbers I. We shall first 
consider the large-I behavior of the Glauber partial wave 
amplitudes. 

We begin by returning to Eq. (11) for the generating 
function .F? (A., K j ), which yields the Glauber partial wave 
amplitude Y? via Eq. (Sa). In Eq. (11) we again employ 
(10) to rewrite res - i17 - I) as 

Using this relation together with 

res - i17)r( 1 - s + i17) = - r( 1 + s - i17)rU17 - s) 

in (11) and after applying (Sa) we obtain 

Y?(Ki ) 

= _ (K ) _1_ r(1 + i17) 1 
I 17 2K; r(1 - i17) 21Ti 

xf- E+ ioo ds rc - s)rU17 - s)r(1 + s - i17) 
-E-ioo r(1+s) 

X ( 
. 1) r (l + 1 + s - ;17) s - i7f s -117 - x , 

r (l + 1 - s + i17) 
(A1) 

where X==A. 2/4K; = (K; a6) -1. To obtain the large-I 
asymptotic behavior of Y?, we apply the standard asympto­
tic expansion for the ratio of two gamma functions42 to the 1-
dependent ratio in Eq. (AI); we find that 

r(l + 1 + s - ;17) 

ru+ 1-s+i17) 

_ (l + 1 )2s - 2i7f {I _ s - i17 
(l + 1) 

_ ~ (s - i17)(s - i17 - 1)(2s - 2i17 - 1) ... } 
6 (/+1)2 + . 

(A2) 

With this result Y? is given to second order in (/ + 1) - 1 at 
fixed x and 17 (i.e., fixed Ki ), by 
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Y?(Ki)-(Ki 17) ~ r(1 +~17) _1_.f-E+ioo ds 
2K i r(1-117)2m -E-ioo 

X r( - s)rU17 - s)r(1 + s - i17) y'-i7f 
r(1 +s) 

X {I _ (s _ i17) + (s - i17)(S - i17 - 1) 
(/ + 1) 

+ ~ (s - i17)(S - i17 - 1) 
6 (/ + 1)2 

X[3+7(s-i17- 2) 

+ 2(s - i17 - 2)(s - i17 - 3»)}, (A3) 

where y = (l + 1) 2 x. When 1 is large, it can be shown that 
the use of (A2) in Eq. (A 1) involves the neglect of exponen­
tially decreasing terms. Thus (A3) will yield the large-I 
asymptotic behavior of Y? provided the right-hand side of 
(A3) dominates decreasing exponential behavior as 1_ 00. 

We now seek to evaluate the integral in (A3) as a function of 
y. Relation (A3) is rather unwieldly. It may, however, be 
replaced by the considerably simpler form 

1 { a yz az 
Y?(Ki)-(Ki 17) -- l-y-+----

2K; ay 1+ 1 ay2 

+ 1 [3za2 73a3 24a4]} 
6(/ + 1)2 :Y ay2 + y ay3 + y ay4 

XA( y), (A4) 

where 

r(1 + i17) 1 f- E+ ioo 
A( y) ds 

r(1-i17)21Ti -E-ioo 

X rc -S)rU17- S)r(1 +s-i17) y'-i7f. 
r(1 + s) 

(AS) 
The integral in Eq. (A5) convergesir3 larg( y) I <1T; in this 
region the result may be readily obtained. Since the poles of 
rc - s) and rU17 - s) lie to the right of the contour, and the 
poles of r ( 1 + s - i17) lie to the left, we may immediately 
identify the integral in (A5) as the Mellin-Barnes represen­
tation of a Meijer G-function43

.4
4 so that 

A(y) = r(1 +~17) y-i7fGi~ (y I. i17 ) 
r(1 - 117) 117,0,0 

= r (1 + i17) G 21 (I 0 ) 
r 1 · 13 YO' .' ( - 117) , - 117, - 117 

(A6) 

It can be readily verified that the G-function in Eqs. (A6) 
can be expressed in terms of the modified Lommel function 

!L' 2i7f _ 1 (2i~) defined by Thomas and Chan.8 From (A3) 
we therefore have 

1 { a y2 a 2 
Y?(K)-(K 17) -- l-y-+----

I I 2K; ay 1+1 ay2 

+ 1 [3y2~+7y3~ 
6(/ + 1)2 ay2 ay3 

+ 2y4~]} r(1 + i17) 
ay4 r(1 - i17) 

XGg (ylo .0 .). 
, - 117, - 117 

(A7) 
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However, from the Mellin-Barnes integral representation of 
the G i~, one may easily show that 

( d)j 21 (I 0 ) - G I3 Z • . 
dz 0, - ITJ, - ITJ 

. . 31 (I 0 ) =(_1)lz-lG 13 Z. . .' 
], - ITJ, - ITJ 

(A8) 

Consequently 

yG(K)_(K ) _1_ r(l +iTJ) 
/ I I TJ 2K T r (l - iTJ) 

X{Gi~(Ylo .0 .) 
, -ITJ, - ITJ 

+ Gi~ (Y 11 .0 .) 
,-ITJ, - ITJ 

1 21 (I 0 ) +--G13 Y . . 
1+ 1 2, - ITJ, - ITJ 

+ 1 [J.. G21 (Y I 0 ) (/ + 1)2 2 13 2, - iTJ, - iTJ 

7 21 (I 0 ) --G I3 Y 
6 3, - iTJ, - iTJ 

+J..Gi~(YI .0 .)+ .... }, (A9) 
3 4, - ITJ, - ITJ 

wherey= (/ + 1)2/KTa~.Butwhenyislarge(i.e.,1 + 1> 
Ki ao) the asymptotic behavior of G i~ may in tum be deter­
mined from its Mellin-Barnes integral representation, 
namely43.45 

r(1 +~TJ) Gi~ (y I. .0 .) 
r(I-ITJ) ],-ITJ,-ITJ 

. -1 {~ (n + j)!(1 - iTJ)n (1 - iTJ)n _ n 
-~y ~ y 

n=O n! 

+ O( y-N-I)}. (AW) 

Evidently, so long as TJ:;6 0, the leading-order behavior of the 
right side of (A9) dominates the terms neglected when (A2) 
is employed in (A 1). Consequently, the large-l asymptotic 
behavior of the Glauber partial wave amplitude is given at 
fixed Ki and TJ:;6 0 by 

yG(K) . (K ) a~ {I _1_ 1 
/ i -ITJ i TJ (l + 1) 2 + I + 1 + (l + 1) 2 

3 2 (Ki ao)2 +- (l-iTJ) --
2 1+1 

X [1+_2_+ 5 ]+ ... }, 
1+ 1 (I + 1)2 

(All) 

provided I is large and 1 + 1 >Ki ao. 
The 1arge-1 asymptotic behavior of yr cannot be ob­

tained by applying the limiting relation (18b) to (A 11 ) 
since the limit is zero. Moreover (18b) cannot be applied to 
(A9) to obtain the asymptotic behavior of yr, even though 
the right side of (A9) is well defined in thelimit of (18b). 
The failure ofthe foregoing large-I asymptotic analysis when 
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TJ = 0 in the contour integral in Eq. (AI), stems from the 
fact that44,46 

G i~ (y I O,~,O) = G ~~ (yIO,O) = 2Ko(2yl/2), 

where Ko is the modified Bessel function of the second kind. 
Consequently, all terms on the right of (A9) decrease as 
e- 2y'/2 as 1- 00 at fixed Ki and the right side of (A9) is of 
the same order as the terms neglected in (A3). 

The large-I asymptotic behavior of yr may be obtained 
from Eq. (21b) by exploiting the relation47 

Q/(z) =..[ii [z+ (r_I)I/2]-/-1 [r(l+ 1)/r(l+~)] 
X2FI(V+V+~;w), (A12) 

where 

w z - (r - 1)1/2 = [z + (r _ 1)1/2] -2. 
Z + (Z2 - 1) 1/2 

Recalling that in Eq. (2Ib), z = I + 2/KTa~, we see that 
O.;;;;w < 1 ifO.;;;;Ki ao < 00. From (AI2) it can be shown that, 
for large I, 

Q/ (z) -..[ii (I + 1) -1/2 w(/ + 1)/20 - w) -1/2 

X{l+ 1 (1-~)+"'}' 8(1+ 1) 1-(J) 
(A13) 

Since z = 1 + 2/ K T a~, the asymptotic relation (A 13) pro­
vides a good approximate to Q/ (z) only if 1 + l>Ki ao' Em­
ploying (A13) in Eq. (21b) we therefore find, provided 
1 + l>Ki ao, 

yr(Ki ) - (Ki TJ) K i- 2..[ii(1 - w) -3/2 

X 0- ..JW)2 w(/+ 1)/2(1 + 1)1/2 

X {I + _1 _ [ 1 + 2..JW + 2w 
1+1 1-w 

+ + ( 1 - 1 ~ w)] + .. -J, (AI4) 

sincez =!(1 + w)/..JW. 
That (All) and (A14) provide useful large-l asympto­

tic expansions of y? and yr has been verified directly. 
Indeed, (All) especially provides a good approximation to 
y? whenever (I + 1) / Ki ao> 1 and I + 1 ~ 5 hold; in other 
words, (A 11) yields a good approximation (three or four 
significant figures) to the exact y? computed via Eq. (17) 
even at relatively small values of 1 provided Ki is also small. 
However, one should not infer from these results that (All) 
is the asymptotic form of y? when Ki is small. Relation 
(A 14) provides a good approximate (- 3 significant fig­
ures) to the exact yr computed via (21 b), whenever 1 ~ 10 
and 1 + I>Ki ao. 

APPENDIX B: ASYMPTOTIC BEHAVIOR OF :rt as 
1111- 00 

We next discuss the asymptotic behavior of y? as 
ITJI- 00 at fixed I. Recall that TJ = - Z j e2/fw i = 
- Zi/.te2/fr K i • As we shall see, this limit of y? corre­

sponds to three possibilities: (i) IZj 1 - 00; (ii) f./,- 00 at 
fixed K i ; and (iii) Vi - O. We again return to the integral 
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representation of f? given by Eq. (II). We apply (Sa) to 
Eq. (II); after performing the required differentiation and 
changing integration variables via t = - s -1- I + i1], we 
obtain 

y? =....!L r(l + i1]) (_ 1)/+ I_I_J-I-I +€+ioo dt 
2Ki r(l-i1]) 21Ti -I-I+€-ioo 

X r ( - 21 - I - t) r ( - t)( t + 1 + 2) 

X 
r (t + 1 + I - i1]) - ,-1- I 

X , 
r( - t - 1 + i1] ) 

(BI) 

where x = 11K; a~ and larg(x) I <1T. To obtain the asymp­
totic behavior of Y? as 11]1-+ 00 we again employ the 
asymptotic formula for the ratio of two gamma functions42 

to write 

r (l + I + t - i1J) 

r(l - i1]) 

-(-i1])/+'{I+ (/+t)(l+t+l) + ... } 
2( - i1]) 

and 

r( - 1 - t + i1]) 

_ (i1] ) 1 + ,+ I {I + (1 + 1 + t ~ ( - 1 - t) + ... }. 
211] 

Employing these expressions in (B I) and collecting terms 
yields 

y? __ i_ (_ 1)/+ I ~f.€-I-I +ioo dt 

2Ki 21Tl E-I-I-ioo 

X r( - 21 - I - t) r( - t) / + I + '{ (t + 1 + 2) 

- (lIi1]){t+I+2)(t+I+ 1)(t+/) + ... }, 
(B2) 

where y = 1]21x = 1]2 K; a~ = Z; e4f.l2 a~/ft. Since y is in­
dependent of the incident particle speed Vi> it should be evi­
dent that (B2) directly yields the asymptotic behavior of 
y? as V; -+ O. On the other hand, if either IZ; I -+ 00 or 
f.l-+ 00, we must first evaluate the right side of (B2) and 
then examine the asymptotic behavior asy -+ 00 as well. For 
arbitrary y, we may reexpress (B2) as 

y? __ i_ ( _ 1)/+ I {!!.- _.!. y2~} /+ 2 

2K; dy i1] ay 3 

I J-1-I+E+iOO 
X-. dtr( -2/-1-t)r( -t)y'. 

21Tl -1- I + E -;00 

(B3) 

The integral in (B3) converges provided43 larg( y) 1< 1T. We 
next note that the integrand in (B3) is of the proper form to 
identify the Mellin-Barnes integral as the representation of a 
modified Bessel function of the second kind43.46; however, 
we may not directly do so because 1 + I poles of 
r( - 21 - 1 - t) lie to the left of the contour. Moreover, the 
contour may not be closed in the left half t plane. Therefore 
we let C l denote the contour indicated in (B3) and let C2 
denote a closed counterclockwise contour that encircles only 
the 1 + I poles of r( - 21 - I - t) to the left of Cl' Then 
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_1_. r dt r( - t - 2/- I)r( _ t) y' 
2m Jc, 

= _1_ r dt ... + _1_ j dt ... 
21Ti Jc, - c, 21Ti Jc, ' 

where the contour labeled (Cl - C2 ) may be deformed into 
the straight line contour running from - 21 - I - E - i 00 

to - 21 - I - E + i 00 parallel to the imaginary t axis. The 
integral over the contour C2 may be evaluated via the residue 
theorem, which gives 

_1_. j dtr( -2/-1-t)r( -t)y' 
2m Jc, 

_ ~ (- I)j(21- j)! j-2/-1 
- - ~ y. 

j=O J1 
(B4) 

Since all poles of the integrand now lie to the right of the 
contour (CI - C2 ), we have43.46 

~ r dt r( - 2/- I - t)r( - t) y' 
21Tl Jc, - c, 

= G~~ (yIO, - 2/- I) 

= 2y -1- 112 K2/+ I (2yl/2) 

provided larg(y)1 <1T. Thus 

I J- 1- I +<+;00 
-. dtr( -t-2/-l)r( -t)y' 
21Tl -1- I + E -;00 

= 2y-I-1I2 {K2I + I (2y1l2) 

I ~ (-I)j(2/-j)! j-I-1I2} 
-- ~ y. 

2 j=O J1 

(BS) 

(B6) 

Sincey = Z;e4f.l2 a~/fz4, the requirement that larg( y) I <1T 
dictates the definitiony1/2 = IZ; le2f.laolfz2 t. Consequent­
ly, from (B3) and (B6), 

y? __ i (_l)/+,{_1 ~_.!.t4(_1 ~)3} 
K; 2t at i1] 2t at 

X {t
3
[K2/ + I (2t) - + 

X ± (-l)j(2/-j)! t2j-2/-1]}. (B7) 
j=O J1 

From the standard ascending series48 for KZI + I' it can be 
easily seen that the finite sum in (B7) exactly removes from 
K21 + I (2t) all terms that are singular as t -+ O. To carry out 
the differentiations indicated in (B7) we employ the rela­
tion49 

~ ~ [til K" (2t)] 

= (f.l - v)t Il- 2K" (2t) - 2t Il- IK,,_ I (2t), (BS) 

while 

(_I_~)n [t3t2j-21-I] 
2t at 

= (-l)n(/-I-j)n t2j-2/+2-2n. 

Therefore. as 11] I -+ 00. 

y? - :. (- 1)/{[ (1- I)t K21 + I (2t) + t 2 K21 (2t) 
, 
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_.!. ± (-I)j(2/-i)! (I-l-i)t2j-21] 
2 j=O j1 

-~ [(1- l)3tK21 + I (2t) + 3(1- 1)~2K21 (2t) 
11] 

+ 3(1-l)t 3K 21 _ 1 (2t) +t 4K 21 _ 2(2t) 

_.!. f (- 1) i(2/_ i)! (1- 1 _ iht 2j - 2/ ] + ... }, 
2 j=O J1 

(B9) 

where t = IZ; le2,uaol~ and 1 is fixed. 
Relation (B9) holds as 11] 1 ---+- 00. In particular, if 

11]1---+- 00 means Vj ---+-0, and t-l (e.g., for incident elec­
trons or positrons t = 1), the Bessel function terms in (B9) 
must be evaluated exactly. However, if 11]1---+- 00 and t>l, 
i.e., if IZ;I>I, or ,u>l (e.g., incident protons), the Bessel 
function terms are exponentially damped and 

Y? - U/2K;)[ 1 + (1- I )4t -4 + ... ]. (BlO) 

In (BlO) the term proportional to t -4 vanishes if 1 = 0 or 
1 = 1. 

By comparison with the foregoing analysis of the 11]1 
---+- 00 behavior of Y?, the corresponding analysis of yr is 
much more straightforward. Now, however, the limits 
Vj ---+- O,,u ---+- 00, and IZ; 1 ---+- 00 must be considered separate­
ly. First from (21 b) it is clear that in thelimit 1 Z; 1 ---+- 00 or 
,u ---+- 00 at fixed K; that yr is unbounded. Of course, K; 
fixed as,u ---+- 00 means Vj ---+- O. Second, the limit as V; ---+- 0 
(i.e., K; ---+- 0) may be directly obtained from Eq. (20), after 
differentiating according to (19a) and expanding the result­
ing hypergeometric functions in powers of (K ~ a~ ). We easi­
ly find that, as V; ---+- 0 at fixed I, 

yB_.!. (K. '7la2) (/!)2 (K2a2)1 
I 2 I" 0 (21 + I)! I 0 

x{(I+2) -~ (/+ 1)(I+3)K~a~ + ... }. 
(Bll) 

Finally, to obtain the behavior of yr as,u ---+- 00 at fixed V; 

(i.e., K; ---+- 00 ) we directly examine the result (21 b). Since 
z = 1 + 2/K~ a~, as K j ---+- 00, Z ---+- 1; but50 as z ---+- 1, QI (z) 

- - [pn( (z - 1)/z) + r + t/t(l + 1)], where38 ris Euler's 
constant and t/t(z) = d[ln r(z) ]ldz. Thus, as ,u ---+- 00 at 
fixed V; 

Yr-(K; 1])(1!K~) [In(K~a~) 

- r - t/t(l + 1) + ! + ... ], (BI2) 

where 1]/K; = - Z;e2/( ,uv~) and Ii K; = ,uv;, and we have 
exploited the recurrence formula38 for t/t(z). Relation (B 12) 
also holds when K j ---+- 00 and,u is fixed. 
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This paper presents a simple way of classifying higher-order differential equations based on the 
requirements of the Painleve property, i.e., the presence of no movable critical points. The 
fundamental building blocks for such equations may be generated by strongly self-dominant 
differential equations of the type (a lax)nu = (a laxm) [u(m - n + P)/P] in which m and n are 
positive integers and p is a negative integer. Such differential equations having both a constant 
degree d and a constant value of the difference n - m form a Pain/eve chain; however, only three 
of the many possible Painleve chains can have the Painleve property. Among the three Painleve 
chains that can have the Painleve property, one contains the Burgers' equation; another contains 
the dominant terms of the first Painleve transcendent, the isospectral Korteweg-de Vries 
equation, and the isospectral Boussinesq equation; and the third contains the dominant terms of 
the second Painleve transcendent and the isospectral modified (cubic) Korteweg-de Vries 
equation. Differential equations of the same order and having the same value of the quotient 
(n - m) I (d - 1) can be mixed to generate a new hybrid differential equation. In such cases a 
hybrid can have the Painleve property even if only one of its components has the Painleve 
property. Such hybridization processes can be used to generate the various fifth-order evolution 
equations of interest, namely the Caudrey-Dodd-Gibbon, Kuperschmidt, and Morris equations. 

I. INTRODUCTION 

In recent years theoretical physicists have been very in­
terested in a certain class of nonlinear partial differential 
equations known as evolution equations. 1.2 This interest has 
arisen from the realization that these equations possess a 
special type of elementary solution, which takes the form of 
localized disturbances that act somewhat like particles and 
are therefore known as solitons. 

Solution of these evolution equations involves the so­
called inverse scattering transform. I

-
3 In this connection it 

has been noted4-6 that there is a relation between nonlinear 
partial differential equations solvable by an inverse scatter­
ing transform and nonlinear ordinary differential equations 
(ODE's) without movable critical points; such ODE's are 
said to have the Pain/eve property. An algorithm has been 
developed5•6 for the determination of whether a given system 
of differential equations has the Painleve property. 

In applying the algorithm to test systems of differential 
equations for the Painleve property, the question naturally 
arises to what extent useful information can be obtained on 
the properties of a given differential equation by simple in­
spection of the equation without extensive calculation. This 
paper explores this question and provides a simple approach 
for identifying higher-order differential equations possess­
ing necessary conditions to have the Painleve property. 
More extensive tests are then required in order to determine 
whether these necessary conditions are sufficient for specific 
equations to have the Painleve property. 

II. DOMINANCE CLASSES AND FAMILIES 

In this work we are interested in evolution equations of 
the form 

(1) 

in which 

au (a)j. u, = -at and ujx = ax u, ] = O,l, ... ,n. (2) 

In these equations u may be regarded as an amplitude, x as a 
distance, and t as time. Of particular interest are time-inde­
pendent solutions, where u, = 0 and therefore 

(3) 

Let us adjust the distance scale x so that x = x* is a critical 
point. The dominant behavior of solutions of Eq. (3) in the 
neighborhood of the critical point x = x* can be expressed as 
the following series: 

u=a(x-x*)P as x_x*. (4) 

Substitution of Eq. (4) into Eq. (3) shows that for certain 
values of the exponent p, two or more terms may balance 
(possibly depending upon a) and the rest can be ignored as 
x _ x*. For each choice of p the terms that can balance are 
called the dominant terms. Modification of Eq. (3) by dele­
tion of all nondominant terms in general leads to a new 
simpler equation called the dominant truncation of Eq. (3). 
All equations giving the same dominant truncation may be 
considered as forming a dominance class. All dominance 
classes that have identical dominant truncations except for 
multiplicative constants may be regarded as forming a domi­
nance/ami/yo Aself-dominant equation is one in which all of 
its terms are dominant and is therefore identical to its domi­
nant truncation. 

Painleve has identified 50 canonical forms of second­
order differential equations that lack movable critical points 
and that, therefore, are related to nonlinear differential 
equations solvable by inverse scattering transforms. The 
methods and ideas to be used in this paper can be illustrated 
first with the simplest irreducible Painleve equation, namely 
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Uxx = 6u2 + x. (5) 

Expressing u by Eq. (4) gives 

ap(p - l)(x -x*) p-2 = 6a2(x _X*)2p +x. (6) 

Balancing the (x - x*) p - 2 term on the left with the 
(x _X*)2p term on the right givesp - 2 = 2p or p = - 2. 
The x term on the right ofEqs. (5) and (6) is not involved in 
the balancing. Such terms are called recessive terms and are 
those dropped from the differential equation to form its 
dominant truncation. Thus the dominant truncation of Eq. 
(5) is 

Uxx = 6u2• (7) 

Equation (7) is also the Painleve canonical equation II, 
which is solvable by elliptic functions. 7 

The next simplest irreducible Painleve equation is 

Uxx = 2u3 +xu + b. (8) 

Analogously expressing u in Eq. (8) by Eq. (4) gives 

ape p - l)(x - x*) p- 2 = 2a3 (x - X*)3p 

+ ax(x -x*) p + b. (9) 

Balancing the (x - x*) p - 2 term on the left with the 
(x - X*)3p term on the right gives p - 2 = 3p or p = - 1. 
The (x - x*) p term on the right of Eq. (9) cannot be in­
volved in the balancing since p - 2=1=p. This term is there­
fore a recessive term as is the constant term b of Eq. (8). 
Therefore the dominant truncation of Eq. (8) is 

Uxx = 2u3• (to) 

A simple type of second-order differential equation reduc­
ible to a first-order differential equation of Riccati type is the 
Painleve canonical equation V, namely 

(11 ) 

Methods analogous to those used above indicate that 
p = - 1 for Eq. (11) and that its dominant truncation is 

Uxx = - 2uux' (12) 

Thus Eqs. (8) and ( 11) lead to the same value for the expo­
nent p when expanded in the neighborhood of a critical point 
by using Eq. (4) but lead to dominant truncations having 
very different forms. Thus Eqs. (8) and ( 11 ) are in different 
dominant families. 

Second-order differential equations without movable 
critical points are also possible which have dominant trunca­
tions that are linear combinations of equations of the types 
(to) and (12). This phenomenon, which can be called hy­
bridization, is possible because Eqs. (to) and (12) lead to 
the same value of the exponentp when Eq. (4) is substituted 
into them. The simplest example of hybridization in the 
Painleve canonical equations 7 occurs in Painleve equation 
VI, namely 

Uxx = - 3uux - u3 + bux - bu2
• 

The dominant truncation of Eq. (13) is 

Uxx = - 3uux - u3
• 

( 13) 

(14) 

This is a linear combination of Eqs. (to) and (12) with 
appropriate adjustments of the multiplicative constants. 
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Another phenomenon is observed in the third and high­
er irreducible Painleve equations.7 Thus the third irreducible 
Painleve equation (canonical form 7 XIII) is 

Uxx = (u;/u) + bu3 + cu2 + d + (e/u). (15) 

Substituting Eq. (4) into Eq. (10) gives 

ap(p-l)(x-x*)P-2 

= ap2(x _ x*) p-2 + ba3 (x _ X*)3p + ca2(x _ X*)2p 

+ d + (e/a) (x - x*) -Po (16) 

The ap2(x - x*) p-2 and ba3 (x - X*)3p terms on the right 
of Eq. (16) are both dominant terms but only the 
ba3 (x - x*) 3p term can be used to determine the exponent p 
tobe - 1. Theba3(x -x*)3Ptermmaythereforebeconsid­
ered to be an active dominant term. Similarly 
ap2 (x - x*) p - 2 may be regarded as a passive dominant 
term. Self-dominant equations having only active dominant 
terms may be called strongly self-dominant equations. Since 
passive dominant terms are not found in the evolution equa­
tions of interest, only strongly self-dominant equations will 
be considered in this paper. These will be seen to relate close­
ly to the evolution equations. 

III. PAINLEVE ANALYSIS OF STRONGLY SELF­
DOMINANT EQUATIONS 

We will now consider the general features of the so­
called Painleve analysis used to determine whether a given 
strongly self-dominant differential equation has the Painleve 
property. Such equations can be expressed as polynomials of 
the following type: 

n-l 

U nx =g(x,u,u1x, .. ·,U(n_l)x) = LCi II uJ~, (17) 
i j=O 

in which n is thus the order of the differential equation. Let 
us now assign to Eq. (17) the following integers: n = order 
of the equation [order of the derivative u nx on the left-hand 
side ofEq. (17) which is the highest-order derivative in the 
equation]; 

n-l 

m i = Ljqj 
j=O 

[the weighted sums of the derivatives in the terms on the 
right-hand side of Eq. (17)]; and 

n-l 

di = Lqj 
j=O 

[degrees of the polynomial terms on the right-hand side of 
Eq. (17)]. In generalm i =l=mk anddi =l=dk. However, initial­
ly we shall consider homogeneous equations (17) in which 
m i = mk and d i = dk for all values of i and k. For such a 
homogeneous equation we can assign unique values of m and 
d. Let us call m and d the co-order and the degree, respective­
ly, of the equation. 

Let us now apply Painleve analysis to Eq. (17). Express 
u as the power series in Eq. (4). Determine the exponent p 
that balances the terms. By taking appropriate derivatives of 
Eq. (4) the following relationship can be seen to hold: 

p = (m - n)/(d - 1). (18) 

Ifp is not an integer, then Eq. (17) has a movable algebraic 
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branch point implying non-Painleve behavior. We therefore 
are interested in self-dominant systems of the type represent­
ed by Eq. (17) for whichp, as determined by Eq. (18), is a 
negative integer. 

If p [Eq. (18)] is a negative integer, then Eq. (4) may 
represent the first term in a Laurent series8 valid in a deleted 
neighborhood of a movable pole. In this case a solution ofEq. 
( 17) is of the following type: 

u = (x -x*) p f ak(x -x*)\ (19) 
k=O 

where x - x* i= O. In this case the position x* of the singular 
value of x corresponds to one of the n integration constants. 
If n - 1 of the coefficients ak are also arbitrary, the n inte­
gration constants ofEq. (17) are then accounted for and Eq. 
( 19) represents the solution ofEq. (17) in the deleted neigh­
borhood of the singularity x*. The powers of x at which these 
arbitrary constants enter are called the resonances and will 
be designated as r1, r2, ... , rn so that ri < rk for i < k. 

In order to find the resonances the following equation 
for u is substituted into Eq. (17): 

u = a (x - x*) P + b (x - x*) p + r. (20) 

The coefficient a is obtained by equating the coefficients of 
the (x - x*) p - n terms, which are the leading terms in the 
neighborhood of x*. For a homogeneous equation (17) the 
coefficient a is uniquely determined. After determining a 
then the coefficients of the next-higher powers 
(x - x*) p + r - n are equated in order to determine the re­
sonances. In this way the resulting equations for the reson­
ances to leading order in b reduce to 

Q(r)b(x - x*)q = 0, q>p + r - n, (21) 

in which Q(r) is a polynomial in r of degree n. The roots of 
Q(r) determine the resonances since Q(r) = 0 corresponds 
to the "indicial equation" used to solve a linear ordinary 
differential equation near a regular singular point.9 

Let us now consider some features of this indicial poly­
nomial Q( r). Because of the rules for differentiation, the left­
hand side ofEq. (17) will generate the nth-degree polyno­
mial L (r) of the following type: 

L(r) = (r + p)(r + p - 1) ... (r + p - n). (22) 

Since p is a negative integer, L (r) is not divisible by r + 1 and 
all of its roots are real positive integers. However, the polyno­
mial Q(r) must be divisible by r + 1, reflecting the arbitrari­
ness of the singularity x = x* corresponding to one of the n 
integration constants. This leads to an automatic root of - 1 
for Q(r). Therefore substitution ofEq. (20) into the right­
hand side of Eq. (17) must generate a polynomial R (r) so 
that the difference L (r) - R (r) is divisible by r + 1 and is 
factorable into linear factors so that all of its roots are real 
integers. However, the degree of R (r) is m < n so that the 
terms in L(r) of the type hk~ - k in which n - k > m will be 
the same as the corresponding terms of the indicial polyno­
mial Q(r). 

Arguments based on the relationships between the coef­
ficients of the highest-degree terms of polynomials and the 
sums of powers of their roots lO indicate that the degree of 
R (r), which corresponds to the co-order m of the original 
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differential equation (17), must be high enough so that the 
difference L(r) - R(r) with L(r) defined by Eq. (22) be­
comes divisible by r + 1, while remaining factorable into lin­
ear factors even though L(r) itself is not divisible by r + 1. 
Otherwise the corresponding differential equation (17) will 
not have the Painleve property. For this reason only differ­
ential equations (17) having p = - 1 or p = - 2 can be 
candidates for equations having the Painleve property. 

The next step is to find the roots of Q(r). If all of the 
roots of Q(r) other than the automatic - 1 roots are real 
integers with at least one root greater than - 1, then the 
system can be free from algebraic branch points. The corre­
sponding homogeneous differential equation (17) is a possi­
ble candidate for a system having the Painleve property. The 
complete Painleve analysis requires additional steps involv~ 
ing determination of the integration constants.5 These addi­
tional steps are sufficiently more complicated and tedious so 
that they cannot be applied readily to the diverse variety of 
systems considered in this paper. We therefore shall limit the 
discussion in this paper to the identification of the types of 
differential equations (17), which can lead to the integral 
resonances required for the Painleve property. 

IV. RESULTS 

Table I lists all of the possible types of strongly self­
dominant homogeneous differential equations of order <4 
that have the negative integral balancing exponents p [Eq. 
( 18)] required for the Painleve property. Of these 16 equa­
tion types, nine are shown by the methods outlined above to 
have the real integral resonances required for the Painleve 
property. These nine equations are all members of the three 
Painleve chains described in Table II. In this context a Pain­
leve chain consists of differential equations of the following 
type: 

_ ( a )m[ (m-n+p)/p] -12 (23) Unx - ax u , m - , , .... 

The Painleve chains may be characterized by the fraction 
(n - m)/(d - 1), which, by Eq. (18), is the negative of the 
exponent p. The three Painleve chains depicted in Table II 
are the only possible Painleve chains for which n - m <2 and 
therefore, for reasons outlined in the previous section, are 
the only possible Painleve chains giving the integral reson­
ances required for the Painleve property. Note also that each 
member of a Painleve chain has all of the resonances of the 
previous member plus one additional resonance. In ascend­
ing a Painleve chain to higher orders through the successive 
differentiations implied by Eq. (23), points may be reached 
where the indicial polynomial Q(r) has a multiple root (i.e., 
order 4 for the 2/2 chain and order 5 for the 2/1 chain) and a 
point is reached where the right-hand side of the differential 
equation splits into more than one term. The algorithm for 
determining the resonances is independent of the parameter 
k (see Table I) since products of the type kad 

- 1 (a from Eq. 
4 for u) are constant. However, in equations having multiple 
terms on the right-hand side, the positions of the resonances 
depend upon the ratios of the coefficients of these terms. 
However, the process of obtaining the members of a Painleve 
chain through Eq. (23) and the implied successive differen-

R. B. King 968 



                                                                                                                                    

TABLE I. Self-dominant homogeneous differential equations of order <4 with negative integral balancing exponent p. 

Order Co-order Degree Exponent 

Equation type n m d p 

Ulx = ku3 2 0 3 -1 

Ulx = kuux 2 2 -1 

U2x = ku2 2 0 2 -2 

u3x = ku' 3 0 4 -1 

U3x = ku2ux 3 3 -1 

U3x = k(u! + uU2x ) 3 2 2 -I 

U3x = kuux 3 1 2 -2 

u3x = ku2 3 0 2 -3 

u .. = kus 4 0 5 -1 
U4x = ku3ux 4 4 -I 
U4x = k(2uu! + U2Ulx ) 4 2 3 -1 
U4x = k(uu3x + 3uxu2x ) 4 3 2 -1 
U4x = ku3 4 0 3 -2 
U4x = k(u; + uUlx ) 4 2 2 -2 
u4x = kuux 4 2 -3 
U4x = ku2 4 0 2 -4 

" DT = dominant truncation. 

tiations suggest ratios between the coefficients of the terms 
on the right-hand side as given in Tables I and II, which may 
have special significance. 

Table II also indicates the relationships of the Painleve 
chains to the evolution equations. Each of the three Painleve 
chains contains at least one of the evolution equations. The 
2/1 chain is the most important one in this connection since 
it contains both the Korteweg-de Vries and Boussinesq 
equations. The higher-order equations in the three Painleve 
chains of Table II are interesting candidates for detailed fu­
ture study, since some of them are possibilities for new equa­
tions solvable by the inverse scattering transform or related 
methods. 

Note from Tables I and II that the 2/2 and 1/1 chains 
have the same exponent p, namely - 1. The homogeneous 

Fraction 
(n - m)/(d - 1) Resonances Equation type" 

2/2 -1,+4 DT of Painleve II 
1/1 -1,+2 Burgers 

2/1 -1,+6 DT of Painleve I 

3/3 complex 

2/2 -1,+ 3, +4 ModifiedKdV 

1/1 -1,+2+3 
2/1 -I, +4, + 6 Korteweg-de Vries 
3/1 complex 

4/4 complex 

3/3 complex 

2/2 - I, + 3, + 4, + 4 
1/1 - 1, + 2, + 3, + 4 
4/2 complex 

2/1 - I, + 4, + 5, + 6 Boussinesq 
3/1 complex 

4/1 complex 

equations of a given order in these chains can be mixed to 
give a hybrid equation that is still self-dominant. Similar 
mixing of homogeneous differential equations of a given or­
der and fractions 4/2 and 2/1 (Le.,p = - 2) can also give 
hybrid self-dominant equations; this latter type of mixing is 
important in the study of fifth-order evolution equations as 
discussed below. Note that mixing a 4/2 equation with a 2/1 
equation of the same order can give a hybrid equation with 
the integral resonances required for the Painleve property 
even though a pure 4/2 equation cannot have the Painleve 
property since it has complex resonances rather than inte­
gral resonances. 

Let us consider hybridization of the third-order equa­
tions U 3x = k(u; + uu2x ) (fraction 1/1) and U 3x = k 'u2ux 

(fraction 2/2); the latter is the dominant truncation of the 

TABLE II. Painleve chains of self-dominant homogeneous differential equations with integral resonances. 

2/2 chain 

Ulx = ku3 

( +4) 
Dominant truncation of 
Painleve II 

1/1 chain 

ulx = kuux 
(+ 2) 

Burgers 

2/1 chain 

ulx = ku2 

(+ 6) 
Dominant truncation of 
Painleve I 

u3x = ku2ux 
(+ 3, +4) 

ModifiedKdV 

u3x = k(uulx + u;) 
(+ 2, + 3) 

u3x = kuux 
(+ 4, + 6) 

Korteweg-de Vries 
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U4x = k(2uu! + U2U2x ) 
(+ 3, + 4, + 4) 

u4x = k(uu3x + 3uxu2x ) 

(+ 2, + 3, + 4) 

u4x = k(u! + uUlx ) 

(+4, + 5, + 6) 

Boussinesq 

USx = k(2u! + 6uuxulx + U2Ulx ) 

( + 3, + 4, + 4, + 5) 

USx = k(uu4x + 4uxu3x + 3uix) 
( + 2, + 3, + 4, + 5) 

USx = k(3uxulx + uU3x ) 
( + 4, + 5, + 6, + 6) 
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TABLE III. Painleve analysis of the third-order hybrid equation U3x = u; 

+ UUxx + hu2ux· 

h a Resonances Properties 

2/3 6 -I, + 3, + 10 good 
2/3 - 3/2 -I, + 3, + 5/2 bad: nonintegral root 
3 2 -I, + 3, + 6 good 
3 -I -I, + 3, + 3 bad: double root 
9 I -I, + 3, + 5 good 
9 -2/3 - I, + 3, + 10/3 bad: nonintegral root 
-1/3 -3 - I, + I, + 3 good 
-1/3 -6 - 2, -I, + 3 satisfactory 

modified (cubic) KdV equation. If the 1/1 coefficient ratio 
of the u; and uU2x terms is preserved, the resulting hybrid 
can be expressed in the following form: 

U3x = u; + UU 2x + hu2ux • (24) 

Balancing the (x - x*) -4 terms according the Painleve pro­
cedure gives the following quadratic equation for a: 

a2 
- 3a/h - 6/h = O. (25) 

Therefore 

a = 3/2h ± (1/2h)~9 + 24h. (26) 

Thus for any value of h > - i, a has two values indicating 
two solution branches. Such multiple solution branches are a 
characteristic of hybrid equations. 

Table III illustrates the Painleve analysis for the hybrid 
third-order differential equation (24) using as examples sev­
eral values of h leading to rational values of a. In three of the 
four cases one of the two solution branches has a "good" set 
of resonances for the Painleve property (resonances at - 1 
and two other distinct integers including at least one positive 
integer) > - 1 and the other branch has a "flaw" in its set of 
resonances (nonintegral resonance or a double root). Note, 
however, that regardless of the values of h and a, two of the 
three resonances in Eq. (24) appear at - 1 and + 3, which 
are the two resonances possessed by both components of the 

hybrid, namely U3x = k(u; + uu2,,). 

Table IV summarized the Painleve analysis for the three 
homogeneous fifth-order differential equations that are 
members of the three Painleve chains in Table II as well as 
three hybrid fifth-order differential equations that have been 
studied as evolution equations. All three of the hybrid sys­
tems are mixtures of the 2/1 quadratic and 4/2 cubic fifth­
order differential equations. The following points about 
these fifth-order hybrid differential equations are of interest. 

( 1) In contrast to the third-order differential equations 
of Table III the ratios between the coefficients of the u"u2" 

and uu3" terms of the 2/1 components (designated as r 12/ 

r03 ) are different for the hybrid systems than for the pure 
homogeneous fifth-order 2/1 equation generated by the 
successive differentiations implied by Eq. (23). Thus for the 
homogeneous systems r12/r03 is 3 whereas for the hybrid 
systems r12/r03 is 1, 5/2, and 2 for the Caudrey-Dodd-Gib­
bon, the Kuperschmidt, and the higher-order Korteweg-de 
Vries equations, respectively. The hybrid systems may there­
fore be viewed as being generated from the pure 2/1 system 
by perturbing the ratio r12/r03 from that generated for the 
pure system by differentiation (namely 3) and then mixing 
in enough of the 4/2 equation (i.e., u5" = k 'u 2u,,) to restore 
the integral resonances required for the Painleve property. 

(2) For reasons noted above the fifth-order 2/1 + 4/2 
hybrid equations have two solution branches arising from 
the two roots of a quadratic equation analogous to Eq. (25). 
In all three cases one solution branch has all integers greater 
than the mandatory - 1 resonance whereas the other solu­
tion branch has one resonance below - 1 in addition to 
three distinct integral resonances greater than - 1. 

V.SUMMARY 

This paper demonstrates a simple way of classifying 
higher-order differential equations based on the require­
ments of the Painleve property related to the solubility of the 
equation by inverse scattering transform methods. 1-3 As ex­
pected, the known evolution equations such as the 
Korteweg-de Vries, Burger, Boussinesq, and Caudrey-

TABLE IV. Some fifth-order strongly self-dominant differential equations with integral resonances. 

Co-order Degree Exponent Fraction 
Equation type m d p (n - m)/(d - 1) Resonances' 

(A) Homogeneous equations (n = 5) 
uSx = k(2u! + 6uuxu2x + U2U3x ) 3 3 -1 2/2 - I, + 3, + 4, + 4, + 5 
uSx = k(uu4x + 4uxu3x + 3u;x) 4 2 -1 1/1 - I, + 2, + 3, + 4, + 5 
uSx = k(3uxu2x + uU3x ) 3 2 -2 2/1 - I, + 4, + 5, + 6, + 6 

(B) Hybrid equations (n = 5) 
USx = - 30uxu2x - 30uu3x - 180u2ux 3,1 2,3 -2 2/1+4/2 - I, + 2, + 3, + 6, + 10 

- 2, - I, + 5, + 6, + 12 
uSx = - 25uxu2x - 10uu3x - 20u2ux 3,1 2,3 -2 2/1 + 4/2 - I, + 3, + 5, + 6, + 7 

- 7, - I, + 6, + 10, + 12 
uSx = - 20uxu2x - IOuu3x - 30u2ux 3,1 2,3 -2 2/1 +4/2 - I, + 2, + 5, + 6, + 8 

- 3, - I, + 6, + 8, + 10 

"The resonance of both solution branches are listed for the hybrid systems. 
hThe Caudrey-Dodd-Gibbon equation: P. J. Caudrey, R. K. Dodd, and J. B. Gibbon, Proc. R. Soc. London, Ser. A 351,407 (1976). 
cThe Kuperschmidt equation: A. P. Fordy andJ. Gibbons, Phys. Lett. A 75,325 (1980). 
d A higher-order Korteweg-de Vries equation: H. Morris, J. Math. Phys. 18, 530 (1977). 
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Dodd-Gibbon equations occupy prominent positions in this 
classification scheme. This classification scheme also identi­
fies new potential candidates for higher-order differential 
equations with the Painleve property and possibly soluble by 
inverse scattering transform methods. A major objective of 
this paper is to stimulate further work, which hopefully will 
relate the ideas in this paper to such important aspects in the 
study of evolution equations as the generation of Lax 
pairs,11,12 conservation laws,I,2 Backlund transforma­
tions,12-16 recursion relations,6,12 Schwarzian deriva­
tives,12,14-17 and prolongation structures l8,19 as well as de­
tails of the inverse scattering transform procedure. 1-3 

ACKNOWLEDGMENT 

I am indebted to the Office of Naval Research for partial 
support of this research. 

IG. L. Lamb, Jr., Elements of Soliton Theory (Wiley-Interscience, New 
York, 1980). 

971 J. Math. Phys., Vol. 27, No.4, April 1986 

2p. Calogero and A. Degasperis, Spectral Transform and Solitons (North­
Holland, Amsterdam, 1982). 

3M. J. Ablowitz, D. J. Kaup, A. C. Newell, and H. Segur, Stud. Appl. 
Math. 53, 249 (1974). 

4M. J. Ablowitz and H. Segur, Phys. Rev. Lett. 38, 1103 (1977). 
SM. J. Ablowitz, A. Ramani, and H. Segur, J. Math. Phys. 21, 715 (1980). 
6J. Weiss, M. Tabor, and G. Carnevale, 1. Math. Phys. 24, 522 (1983). 
7E. L. Ince, Ordinary Differential Equations (Longmans, Green, London, 
1927), Chap. XIV. 

"E. D. Rainville, Intermediate Differential Equations (Macmillan, New 
York,1964). 

9G. Sansone and 1. Gerretsen, Lectures on the Theory of Functions of a 
Complex Variable (Wolters-Noordholf, Groningen, 1969). 

ION. B. Conkwright, Introduction to the Theory of Equations (Ginn, Boston, 
1941), Chap. X. 

"P. Lax, Commun. Pure AppJ. Math. 21, 467 (1968). 
121. Weiss, 1. Math. Phys. 24,1405 (1983). 
13R. Sasaki, NucJ. Phys. B 154, 343 (1979). 
141. Weiss, Phys. Lett. A 102, 329 (1984). 
lSI. Weiss, Phys. Lett. A 105, 387 (1984). 
161. Weiss, 1. Math. Phys. 26, 258 (1985). 
17J. Weiss,I. Math. Phys. 25, 13 (1984). 
I"H. D. Wahlquist and P. B. Estabrook, 1. Math. Phys. 16, I (1975). 
I~. K. Dodd and 1. D. Gibbon, Proc. R. Soc. London Ser. A 359, 411 

(1978). 

R. B. King 971 



                                                                                                                                    

Symmetry transformations, isovectors, and conservation laws 
Giacomo Caviglia 
Istituto Matematico deU'Uniuersita, Via Leon Battista Alberti 4, 16132 Genoua, Italy 

(Received 24 June 1985; accepted for publication 5 December 1985) 

A system of second-order partial differential equations is considered. It is shown that a 
conservation law may be associated with any pair consisting of (i) a symmetry transformation, 
(ii) a symmetry transformation if the system is self-adjoint, a solution to the adjoint of the 
equations of variation otherwise. Such conservation laws continue to hold when symmetry 
transformations are replaced by isovectors. It is also proved that isovectors identify additional 
conservation laws by deformation of a given one, whence it follows that there exists a natural 
conserved current associated with every isovector. Also an application is made to find conserved 
currents for the Navier-Stokes equations. 

I. INTRODUCTION 

The subject of symmetries and of the associated conser­
vation laws has been extensively analyzed within the frame­
work of continuum mechanics and field theories, in view of 
its practical as well as theoretical relevance. Actually, 
Noether's theorem in its various formulations provides the 
most basic tool for the derivation of conservation laws based 
on invariance properties of Hamilton's variational princi­
ple. I However, it appears that Noether's theorem cannot be 
applied in many practical circumstances, because the equa­
tions modeling the evolution of a large variety of physical 
systems do not admit any natural variational formulation. 2.3 

In addition, it is also known that in general the class of sym­
metry transformations of the differential equations of evolu­
tion is larger than the class of symmetry transformations of 
the action functional. 4 These drawbacks have motivated 
further investigations on the relationships between invar­
iance properties and conservation laws, aiming at suitable 
extensions of N oether' s theorem. 

Although much discussion has already been devoted to 
this topic, it seems that some points need further clarifica­
tion. Accordingly, this paper is primarily concerned with the 
description of systematic procedures for finding conserved 
currents by making use of the symmetry transformations 
and the isovectors of the given field equations. In so doing we 
also will extend to continuous media and field theories some 
recent results on the existence of invariants for systems in a 
finite number of degrees of freedom. 

The first step in our approach consists in the definition 
of the concept of symmetry transformation, regarded as an 
infinitesimal transformation leaving invariant a given set of 
partial differential equations (Sec. II). The connections 
between the formal properties of the equations defining sym­
metry transformations on the one hand, and the solvability 
of the inverse problem of the calculus of variations for the 
given set of evolution equations on the other, are then re­
viewed in some detail. Indeed, besides giving a deeper insight 
into the concept of symmetry transformation, this analysis 
constitutes the starting point for the subsequent construc­
tion of conservation laws in terms of the Green's formulas 
(Sec. III). 

Next we turn our attention to a geometric formulation 
of the given field equations. Within this context it is found 

that symmetry transformations are nothing but particular 
examples of isovectors; nevertheless, the conservation laws 
generated by symmetry transformations maintain their va­
lidity even when symmetry transformations are replaced by 
generic isovectors. It is also shown that isovectors give rise to 
conservation laws by "deformation" of a given one and, in 
addition, every isovector identifies a canonically associated 
conserved current (Sec. IV). 

As an outstanding application, we make use of recent 
results on the group properties of the Navier-Stokes equa­
tions,5.6 in order to find corresponding conservation laws 
(Sec. V). Additional comments on these results can be 
found in Sec. VI. 

II. SYMMETRY TRANSFORMATIONS 

Consider a system of m partial differential equations 
with m unknown functions r/Jc depending on the variables 
xl, ... ,x", namely 

Fa (xa,t/l, r/J~, r/J~p) = 0 , (2.1) 

where Greek (Latin) indices vary from 1 to n (m); 

r/J~ = ar/Jc / axa, and r/J~ = a 2r/Jc / axa axP. An infinitesimal 
transformation of the form 

:xa = xa + era(xP,r/Jb) , 

~c = r/Jc + €S C (xP,r/Jb) . 

(2.2) 

(2.3) 

is said to be asymmetry transformation iff it leaves the evolu­
tion equations invariant up to terms of order c. 

To find the corresponding restrictions on the functions 
1" and 5 c, it is to be observed that 

~~ = r/J~ + €(Das C 
- r/Jp Da-rP) + o(c) , (2.4) 

~~p = ifJ~p + €(DaP5 e - ifJ~CT Dpf 

- ifJPCT Daf - ifJ~ Dapf) + o(c) , (2.5) 

with 

_ a~e _ a2~e 
A,e = _, A,ca.n = , D_n = Da oDn , 
'I'a a:xa '1'1' a:xaaxP""" I' 

where D a denotes the total derivative with respect to xQ; in 
particular Da reduces to a /axQ whenever it acts on func­
tions of the independent variables xP. Thus the transforma-
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tion (2.2)-(2.5) leaves (2.1) invariant urthe generators r" 
and S C satisfy 

aF aF aF r" _a + [;-C _a + (D [;- C _ J.C D T")_a 
axa ~ at/Jc a~ 'f'u a at/J~ 

+ (DalJS C - t/J~u DpT" - t/J'Pu DaT" 

aFa 
- J.C D_",T") -- = O. (2.6) 

'f'u -- at/J~ 

Symmetry transformations can be used to find similar­
ity solutions for the given equations.6

,7 Presumably, this is 
the reason why, e.g., the whole set of such symmetry genera­
tors for the heat equation and the Navier-Stokes equations 
have been explicitly computed.S

-8 

Perhaps, more familiar examples of symmetry transfor­
mations can be found under the assumption that the set of 
independent variables is one-dimensional-specifically we 
let Xl represent the time variable t-and the t/Jc,s are identi­
fied with the Lagrangian coordinates rt of a mechanical sys­
tem in n degrees offreedom. More precisely, if the equations 
of motion are given in the normal form 

(2.7) 

where· denotes the total time derivative, then (2.6) may be 
written as 

- [T~+SC~+ (tc-iff)~] Aa 
at art aif 

+ (ta-iff)' -fAa=o. (2.8) 

Suppose now that the generators TI = T and sCare allowed 
to depend on the generalized velocities if. In this connection 
it is immediately recognized that (2.8) is merely the defini­
tion of dynamical symmetry and that the operator between 
square brackets in (2.8) is a dynamical symmetry of the 
system (2.7).9.10 We have thus established the existence of a 
canonical correspondence between velocity dependent sym­
metry transformations and dynamical symmetries, from 
which it follows in particular that several examples of such 
symmetry transformations are already available. 11,12 

III. CONSERVATION LAWS 

The approach to conservation laws through symmetry 
transformations developed in the present section requires a 
preliminary interpretation of symmetry transformations as 
generators of solutions to the equations of variation of the 
system (2.1 ). To achieve this result, we observe that the total 
derivative of (2.1) with respect to xa yields 

aFa aFa aFa aFa 
axa + t/J~ at/Jc + t/J~ at/Jp + t/J~A at/JPA = O. (3.1) 

Thus, substitution into (2.6) ofthe expression for aFa/axa, 
which is obtained from (3.1), leads to 

- r"(aac t/J~ + b~c t/J"ap + ~ t/J"arM) + aacS c 

+ b~c (DaS C - t/J~ DaT") + c<:f(DalJSC - t/J~u DpT" 

- t/J'Pu DaT" - t/J~ DalJT") = 0, (3.2) 

where we have introduced the same notations as in Refs. 3 by 
letting 
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p aFa 
b =-

ac at/Jp' 
aIJ aFa 

c =--
ac at/J~' 

(3.3) 

It is straightforward to verify that (3.3) may be written in 
the equivalent form 

Ma (11) = aac1Jc + b~ Da1Jc + c':f DalJ1Jc = 0, (3.4) 

where 

1JC = SC - r" t/J~ . (3.5) 

Equations (3.4) have been referred to as the equations 0/ 
variation3 for the original system (2.1). In this respect, our 
analysis has shown that any symmetry transformation gives 
rise to a solution 1JC(xa) of the equations of variation (3.4), 
for every field t/JC(xa) satisfying the given evolution equa­
tions. To simplify, symmetry transformations can be looked 
at as generators of solutions to the equations of variation. 

In order to get some feeling as to the meaning of this 
result, it is somewhat instructive to examine a particular 
case: namely, suppose that (2.1) are given in the form of the 
Euler-Lagrange equations, that is 

Fa (xa,t/Jc, t/J~, t/J~) = Da( aL ) - aL = 0, (3.6) 
at/J~ at/Ja 

where L(xa,t/Jc, t/J~) is a suitable Lagrangian density. Then 
(3.4) can be shown to read 

+ a2
L D c=o 

at/J~ at/Jp aIJ 1J , 
(3.7) 

and usually are known as the Jacobi equations for the given 
functional. Therefore, any symmetry transformation of 
(3.6) is related to a Jacobi field by means of (3.5). Indeed, 
when we consider the case of a single independent variable, 
Eq. (3.7) describes an already known property of dynamical 
symmetries-i.e., of symmetry transformations-which is 
at the very origin of a procedure leading to the construction 
of constants of motion. 10.1 I Needless to say, in the practical 
search for conservation laws all attempts are worth trying; in 
particular it is appropriate to ask whether it is possible to 
find conservation laws arising from Jacobi fields~r sym­
metry transformations-under the assumption that the evo­
lution equations involve several independent variables. 
Clearly, the answer to this question should be found by an 
extension of the approach that is known to work for mechan­
ical systems in a finite number of degrees of freedom, 10 and 
consequently it should basically depend on the formal prop­
erties of (3.4). 

More precisely, consider the adjoint system to Ma (1J), 
say Ma (fJ), which is defined by the condition 

fJaMa (1J) -1JaMa (fJ) = DaJa , (3.8) 

so that the explicit form of the adjoint system is 

Ma(fJ) =Waca -Da(fJcb':,,) +DaIJ(Wc~), (3.9) 

and the current J a reads 
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Ja = fJa b ~c r( + fJa C~~Dp7l- [Dp (fJa ~~) h C . 
(3.10) 

The linear systemMa (7J) = Ois said to beself-adjointwhen­
ever it coincides with its adjoint system Ma ( 71) = 0, that is 

(3.11 ) 

for all admissible 71. In that case, the evolution equations 
(2.1) are also termed self-adjoint. 

Substitution ofthe expressions (3.4) and (3.9) for Ma 
and Ma into (3.11) shows that (3.11) is mathematically 
equivalent to 

b ~c + b ~a = Dp c';: + Dp c';t = 2 Dp c~: , 
aac - aca = Dap c~: - Dp b~a . 

(3.12a) 

(3.12b) 

(3.12c) 

A rather long but straightforward calculation shows 
that the Euler-Lagrange equations (3.6) are self-adjoine; 
namely, conditions ( 3.12) hold for the Jacobi equation 
(3.7), it being understood that the coefficients aac' b ~c, and 
c~~ are obtained by comparison of (3.7) with (3.4). 

It is the most fundamental result within the analysis of 
the inverse problem of the calculus of variations that the 
converse of the last statement is also true. Specifically, the 
self-adjointness of the evolution equations (2.1) is also a 
sufficient condition for the existence of a Lagrangian density 
L such that the representation of the system (2.1) in terms of 
Euler-Lagrange equations as in (3.6) is allowed.2

,3 Thus the 
self-adjointness of the equations for symmetry transforma­
tions, written down in the form (3,4), ensures the existence 
of a Lagrangian formulation for (2.1). 

The previous remarks on the formal properties of the 
equations of variation and on the relationships between sym­
metry generators and solutions of the equations of variation 
will now be used to construct conservation laws. To this aim, 
suppose that (3.4) are self-adjoint and consider any two 
symmetry transformations generated by ( 'r1 , 5 ~) and 
(Ti, 5 ~ ), respectively. Defining 7J~ and 7J~ as in (3.5), it is 
found immediately that Ma (711) = Ma (712) = 0, provided 
( 3.11 ) is also taken into account. Then it follows from (3.8) 
that DaJa = 0, so that the current density Ja given by 
(3.10) is conserved. We have thus established the following 
theorem. 

Theorem 3.1: Suppose that the system (2.1) is self-ad­
joint. Then to every pair of symmetry transformations 
( r'f, 5 D, with i = 1,2, there corresponds a conserved cur­
rent of the form 

aF + (5~ - -r1. ¢/'p) _a_DlT(5~ -rf t/l~) 
at/l~lT 

- D IT [ (5 ~ - -r1. t/l"p) :;: ] (5 ~ - rf t/l~) . 

(3.13) 

Notice that (3.13) is simply a reformulation of the de­
finition (3.10), where, in particular, the coefficients b ~c and 
c~~ have been substituted by their expressions in terms of the 
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given Fa's. Of course, if the Lagrangian density yielding the 
evolution equations is explicitly given, then the form of the 
above coefficients can be directly inferred from Eq. (3.7). 

It is also to be remarked that (3.8) can be used to gener­
ate conserved currents even when the system (2.1) is not 
self-adjoint. In that case the construction of a conservation 
law is achieved by means of a pair 7Jc, W where 7Jc is a solution 
to (3.4) generated by a symmetry transformation through 
(3.5), whereas W is any solution to Ma (fJ) = O. Therefore 
we have the following result. 

Thereom 3.2: Every pair consisting of a symmetry trans­
formation (~'5 C) and of a solution fJa to the adjoint of the 
equations of variation identifies a conserved current of the 
form 

(3.14) 

An outstanding application of this result is discussed in 
Sec. V, where we also determine solutions to the adjoint 
equation Ma (fJ) = 0 generated by a set fJa (xa ,t/lC) , by restric­
tion of t/lc to a solution of the evolution equations, specifically 
the Navier-Stokes equation. 

IV. SYMMETRY TRANSFORMATIONS, ISOVECTORS, 
AND CONSERVATION LAWS 

In this section we propose a geometric interpretation of 
symmetry transformations as isovector fields. Recalling the 
comments at the end of Sec. II, this implies in particular that 
the dynamical symmetries of a system of ordinary differen­
tial equations of the form (2.7) may be regarded as isovec­
tors. We will also discuss the role of isovectors as generators 
of conservation laws, thus extending well-known properties 
of dynamical symmetries. 

Our approach is based on a preliminary reformulation 
of the system (2.1) in terms of exterior forms. 13-15 To this 
end we consider a formal differentiable manifold M referred 
to local coordinates (xa,t/lc, Z~, W~), where the following 
differential forms have been defined: 

Fa (xa,t/lc, Z~, W~p) , 

dt/lc -Z~ dxa , 

(4.1 ) 

(4.2) 

dZ~ - W~p dxP, (4.3) 

aFa dxa + aFa d~c + aFa dZ c + aFa dW c 
axa at/lc 'f' az~ a aw~p ap, 

dZ~ I\dxa , 

dW~l\dxP . 

(4.4 ) 

(4.5) 

(4.6) 

Then we observe that every solution t/lc = t/lC(xa) to (2.1) 
identifies a submanifold of M given by the map <1>: 
(xa)_(xa, t/lc, Z~, W~), where t/lc = t/lC(xa); Z~ = t/l~; 

W~p = t/l~p. The map <I> is such that the restriction to the 
submanifold of any of the forms (4.1)-( 4.6) does identically 
vanish. Equivalently, it may be asserted that the map <1>* 
annihilates the forms (4.1 )-( 4.6), whence it follows that the 
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map ct> yields an n-dimensional integral manifold of the giv­
en exterior system. 

Conversely, every n-dimensional integral manifold of 
the system (4.1 )-( 4.6) gives rise to a solution for Eq. (2.1), 
provided the xa,s may be taken as independent variables. In 
such a case (4.2) and (4.3) yieldZ~ = rp~ and W~ = rp~fJ' 
respectively, so that (4.1) reduces to the left-hand side of 
(2.1 ). 

Recalling now that the vanishing of the forms (4.1)­
( 4.6) is mathematically equivalent to the vanishing of the 
ideal I of the ring offorms of M generated by (4.1 )-( 4.6), we 
obtain the required geometric reformulation of the given sys­
tem (2.1), which consists in finding integral manifolds of I 
described in terms of the independent variables~. It is to be 
remarked that I is closed by construction, which means that 
the exterior derivative of each form of I still belongs to I; 
therefore, sufficient conditions for the existence of integral 
manifolds with fixed independent variables are given by the 
Cartan-lGihler theorem. 13,14 Throughout our analysis it will 
always be assumed that such requirements are fulfilled. No­
tice also that simplified versions of this approach are also 
allowed, provided (2.1) are explicitly given in a suitable 
form.7•16,17 

Consider now a vector field Yon M and denote by .!£' y 
the Lie derivation operator along Y. Then Y is said to be an 
isovector of I iff 7,14.17 

.!£' y@e/, (4.7) 
for every @e/. Definition (4.7) implies that the ideal I is 
invariant under the action of the local one-parameter group 
of differentiable transformations generated by the vector Y. 
Then, recalling that the ideal I geometrizes the system of 
partial differential equations (2.1), it turns out that (4.7) 
geometrizes the concept of invariance transformations for 
the given equations. 

To prove that Y is an isovector of I it suffices to show 
that condition (4.7) holds for a set of generators of I, be­
cause the Lie derivative acts as a derivation operator on the 
exterior product of forms. Moreover, from the fact that 
..? y d@ = d..? y@ for every form @, it follows that Y is an 
isovector of I iff the Lie derivatives of (4.1 )-( 4.3) in the 
direction of Y belong to I. 

The last statement may be used to find a local character­
ization of isovectors that allows a close examination of the 
relationships between isovectors and symmetry transforma­
tions. Specifically, consider a vector Y locally represented as 

Y=rz~+sc~+ C ~ A C _a_ (48) 
axa arpc lla az~ + afJ aw~ . . 

Then, on using the well-known identity .!£' y@ 

= Y J d@ + d( Y J @), where J denotes the interior pro­
duct, it may be shown that 

.!£' y(dt/Jc - Z~ dxa) = -1l~ dxa + ds c - Z~ drz, 
(4.9) 

.!£' y(dZ p - WPa dxa) = - A. Pa dxa + dllp - WPu drz, 
(4.10) 

2' y(Fa) = rz aFa + SC aFa + 1l~ aFa + A. ~fJ aFa . 
axa arpc az~ aW~fJ 

(4.11) 

Let us now impose the supplementary restriction that rz 
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and SC depend only on the variables xa and rpc; then (4.9) 
and (4.10) can be shown to read 

.!£' y(drpc - Z~ dxa) 

= (Das C - Zp Da"P -1l~ )dxU 

+ (asC _ zc a"p)(d,/,.b _ Zb dxa) 
arpb fJ arpb 'f' a , 

.!£' y(dZ p - Wpa dxa) 

= (Da IIp - WPu Da r" - A. Pa )dxa 

a C 

+ -.!!.!!...(dZ b - W b dxa) 
az~ A Aa 

(4.12) 

+ (~p _ w c ar")(d'/"b _ Zb dxU
) (4.13) 

arpb fJu arpb 'f' a , 

respectively, with Da = a laxa + Z~ a larpb 
+ W~ alaz~. On comparing (4.12) and (4.13) with 
(4.1)-(4.6) it is easily seen that the Lie derivatives of the 
forms (4.2) and (4.3) belong to Iifftheir components along 
dxa vanish, that is 

C -D f;-C ZC D fJ lla - u~ - fJ a r , (4.14) 

A. Pa = Da llP - WPu Dar"· (4.15) 

Equations (4.14) and (4.15) yield the expressions for the 
components 1l~ and A. Pa in terms of s C and rz; as a conse­
quence (4.11) reduces to 

aF aF aF 
.!£' y(Fa) = rz __ a + SC _a_ + (D SC _ ZfJc D "P) _a_ 

axa arpc a a az~ 

(D C Wc aFa + a llfJ - fJu Dar") --. (4.16) 
aw'Pa 

Accordingly, we conclude that the field Y is an isovector if 
the scalar 2' y (Fa ) given by (4.16) belongs to I. This shows 
that any symmetry transformation may be associated with 
an isovector through the correspondence, which is clearly 
indicated by the notation. In practice, (2.6) implies 
.!£' y(Fa) = 0 by means of the identifications Z~ = rp~ and 
WC _,/,.C 

afJ -'f'afJ' 
In principle, it appears that the class of isovectors may 

be larger than the set of symmetry transformations, 18 

whence it follows that the role ofisovectors as generators of 
conservation laws is to be discussed again. 

To this aim, consider the restriction of any isovector Y 
of the form (4.8) to an admissible integral manifold of the 
ideal I. Then it follows that rpc = rpC(xa), Z~ = rp~, and 
W~ = rp~fJ; in addition, it is found from (4.9) and (4.10) 
that 1l~ and A. ~fJ are given by (4.14) and (4.15), respective­
ly, where Da is now to be interpreted as the total derivative 
with respect toxa

; finally, the restriction to the given integral 
manifold of the scalar.!£' y (Fa) must vanish, that is 

aF aF aF 
rz_a + Sc_a + (D SC _rpc D "p)_a 

axa arpc a fJ a az~ 

(D C ,/,.C D aFa + a llfJ - 'f'fJu ar") -- = O. (4.17) 
aWpa 

Equation (4.17) looks exactly like (2.6), but rz and sCare 
now allowed to depend on rp~ and rp~. Again, (3.1) can be 
used to cast (4.17) into the form (3.4) with llc given by 
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(3.S). Thus Theorems 3.1 and 3.2 can be extended to the 
case when rz and sC are, respectively, a laxa and a la</Jc 
components of an isovector. In addition, let us also observe 
that the self-adjointness of the equation, which now charac­
terizes isovectors, i.e., of (3.4), is a necessary and sufficient 
condition for the existence of a variational formulation. 

We shall now proceed to establish conservation laws by 
deformation of a given one along the direction of an isovec­
tor, thus extending a property that is known to hold for dyn­
amical symmetries of Lagrangian systems in a finite number 
of degrees of freedom. II The discussion of this point requires 
a preliminary reformulation of conservation laws in terms of 
differential forms, that may be reviewed as follows. 17 

Consider the volume form,u = dx l 
/\ ... /\ dxn and define 

the (n - 1) -forms,ua by the condition 

a 
,ua = axa J,u , (4.18 ) 

so that the following identities hold: 

( 4.19) 

The most common approach to conservation laws is de­
scribed in terms ofa field Ja(xP,</Jc, </Jp) satisfying DaJa = 0 
on every solution to (2.1). However one may reformulate 
the condition of vanishing divergence by noting that the 
Ja,s, regarded as functions defined over M, identify the 
(n - 1)-form Ja,ua' which satisfies the identity 

deJa )= _+Zc_a +Wc _ 
(
ar aJ aJa).u 

/-la axa a a</Jc ua az~ 

+ [aJ
a 

(d</Jc _ zc dxP) 
a</Jc p 

+ aJa (dZ~ - W~p dxP)] /\,ua (4.20) 
az~ 

in view of (4.19). It follows from (4.20) that DaJa = 0 on 
every solution to (2.1) iffd(Ja,ua) =0 on every integral 
manifold of!, i.e., iffCP* (d(Ja,ua» = O. On the basis ofthis 
remark we obtain a slight extension of the definition of con­
servation law proposed in Refs. 16, that is any (n - 1) -form 
0" identifies a conservation law if 

<I>*(dO") = o. (4.21 ) 

On using (4.21), we can prove the following theorem. 
Theorem 4.1: Consider an isovector Y. To any conserva­

tion law associated with the (n - 1 )-form 0", there corre­
sponds one additional conservation law associated with 
!fyO". 

Proof: It is to be shown that <I>*(d!f yO") 
= <I>*(!f y dO") vanishes identically. To this aim, consider 
the definition of Lie derivative, that is 15 

!f y dO" = lim ~ [tP~(do{tP, (P»)) - dO"(P)] , 
f 

where P is a point of M and tP, is the local one-parameter 
group of diffeomorphisms determined by Y. Then observe 
that in correspondence with every solution <I> for the given 
exterior system there exists a whole family of solutions that 
is given by <1>, = tP,ocp (see Refs. 7 and 17). It follows that 
.!i" y dO" does vanish when restricted to a solution <1>, because 
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both dO" and duotP, vanish on the given solution. Q. E. D. 
In particular, suppose that 0" coincides with Ja,ua' 

where Ja yields a conserved current. Then it turns out that 
.!i" y (J a,u a ) may be written as 

!f y(Ja,ua) = [Y(Ja) + J aDp1'P - JPDprz],ua 

+ [ a1'P (dA.c _ ZC dxU) 
a</Jc 'I' U 

+ a1'P (dZ~ - W~A.dX<)] /\ (ap J,ua) , 
a</J~ 

(4.22) 

provided rzdoes not depend on W~. It follows from (4.22) 
that the field 

(4.23) 

gives rise to a conserved current. Specific examples will be 
exhibited in the following section. 

As a special application of the previous procedure, we 
can associate a conserved current with any isovector. To this 
aim it suffices to observe that the (n - 1)-form b a,ua' where 
the b a,s are constant coefficients, always gives rise to a con­
servation law, because d(ba,ua) = 0 in view of (4.19). Of 
course, such a conservation law is trivial, nevertheless, it 
identifies an additional conservation law in correspondence 
with every isovector Y, as shown in Theorem 4.1. More pre­
cisely, on comparison with (4.23) it turns out that the com­
ponents of the conserved current read 

Ka=b aDp1'P-b PDprz. (4.24) 

V. APPLICATIONS TO THE NAVIER-STOKES 
EQUATIONS 

Consider the evolution equations for an incompressible 
viscous fluid in Cartesian coordinates, that is 

v, + (v' V)v = - Vp + vV2v , 

V'v=O, 

(S.la) 

(S.lb) 

where v is the velocity field of the fluid,p is the pressure, v is 
the constant kinematic viscosity, and V denotes the gradient 
operator. Through the identifications (xl, x2, x3, x4) 
= (x, y, Z ,f) and (</JI, </J2, </J3, </J4,) = (v,p) the system (5.1) 

may be cast into the form (2.1). However, let us point out 
explicitly that the previous comments on the solvability of 
the inverse problem of the calculus of variations no longer 
apply, because (S.lb) is a first-order partial differential 
equation. Nevertheless, the procedure aiming at the con­
struction of conservation laws continues to hold, since it de­
pends only on the properties of solutions to the equations of 
variation and of their adjoint system, which make sense also 
under the given conditions. 

The complete class of symmetry transformations for the 
Navier-Stokes equations (5.1) has already been explicitly 
computed in Refs. 5-7. It reads 

(rz) = (a~-a3y-a4z+J, a2y+a3x-asZ+g, 

azZ + a4x + a5 y + h, al + 2a2t) ; 

(sC) = ( - a2u - a3v - a4w + fr, 
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- a2w + a4u + a5v + ht , 

- 2a1P+j-xf,t -ygtt -zhtt) , (5.3 ) 

where ai' a2, a3, a4, and a5 are five arbitrary parameters; 
J, g, h, andj are arbitrary functions of t; and u, v, and w are 
the components ofv. The definitions (5.2) and (5.3) can be 
used to generate a family of isovectors of the form (4.8), 
provided 7J~ and A ~ are defined as in (4.14) and (4.15). In 
addition, substitution of rz and sCinto (3.5) gives rise to a 
class of solutions to the equations of variation of the Navier­
Stokes equations. To exemplify, we give the expression of 7Jc 
in three particular cases, when all arbitrary parameters and 
arbitrary functions are equated to zero, with the only excep­
tion of one of them. We get case (1) (a I = 1), 

(7JC) = ("l,7l) = (- V"Pt); (5.4) 

case (2) (a2 = 1), 

(7JC) = ("l,7J4
) 

= ( - v - (x· V)v - 2tvt, - 2p - (x· V)p - 2tpt); 
(5.5) 

and case (3) (I arbitrary), 

(7JC) = ("l,7J4
) = (f,e - fvx' - xf,t - iPx) ; (5.6) 

where spatial vectors are introduced in order to shorten the 
corresponding formulas, and e denotes the unit vector of the 
x axis. 

To the aim of finding conserved quantities we also need 
solutions to the adjoint system of the equations of variation 
for (5.1), which reads 

"'t + (v· V) ... + vV2 
... - (Vv) .... + Vil = 0, 

V· ... =o, 
(5.7a) 

(S.7b) 

where ... denotes a vector of components (7jI, 7j2, 7j3), and 
the ith component of (Vv) .... is given by (avlaxi

) ..... A 
three-parameter family of solutions to (S. 7) is given by 

(W) = ( ... , 7j4) = (el , e2, e3, el u + e2 v + e3 w) . (5.8) 

Henceforth it is assumed e l = 1, e2 = e3 = 0, that is 

(7jC) = (1,0,0, u) . (5.9) 

On comparing (3.14) with (3.S), it follows that substitution 
into (3.14) of(5.9) and (5.4)-(5.6) gives rise to three con­
served currents that may be written as 

(Ja) = (J, J4) = (7JIV + U"l- VV7JI + 7J4e ,7J I) , 
(5.10) 

where the vector "1 and 7J4 are determined by comparison 
with (5.4)-(S.6). 

Finally, let us consider the isovector Y determined by 
the condition a2 = 1 [case (2)]. On using the conserved cur­
rents (5.10) we may construct additional conservation laws 
identified by (4.23). In particular, a lengthy calculation 
shows that if the expression of J a is obtained by substitution 
of (S.4) into (S.lO) then (4.23) yields the null current. On 
the contrary, the conserved vector corresponding to a Ja 
determined by (S.6) is non-null and reads 
(Ka) = (K, K4) 

977 

= (2tJt + 3u"l + 37JIV + 2/(uv)x + vlVux 

- (pxi+Sx/'t)e, 2t(/'t -/,ux ) -lux +3/,). 
(5.11 ) 
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Needless to say, the fact that DaJa = DaKa = ° on solu­
tions to (5.1 ) can also be checked directly under the obvious 
assumption that Ja andKa are given by (5.10) and (5.11), 
respectively. 

VI. COMMENTS AND CONCLUSIONS 

The first part of the paper has been devoted to an analy­
sis of some interesting properties of the generators of infini­
tesimal symmetry transformations for a given system of par­
tial differential equations, say S. A geometric reformulation 
of the equations of S has brought into evidence the fact that 
symmetry transformations may be simply interpreted as iso­
vectors. On the basis of this relationship, some previous re­
sults concerning the role of symmetry transformations as 
generators of conserved quantities have been extended to 
isovectors. 

Specifically, it has been shown that any isovector identi­
fies a solution to the equations of variation for S, whence it 
follows that every pair of isovectors gives rise to a conserved 
current, provided S is self-adjoint. If this condition is not 
satisfied, the construction of a conserved current still can be 
pursued, but now one needs the preliminary knowledge of an 
isovector and of a solution to the adjoint system of the equa­
tions of variation. 

A further analysis of the structure of the conservation 
laws obtained by the previous procedure has led to the intro­
duction of a slight extension of the usual definition of conser­
vation law, 16 which, in tum, has been used to find conserva­
tion laws by Lie derivation of a given one along the direction 
of an isovector. In particular, it has been shown that there 
exist conserved currents canonically associated with every 
isovector. 

Isovectors and symmetry transformations had been pri­
marily used to imbed known solutions of S into a Lie group 
of solutions, to find similarity solutions,6.7.17.19 and to study 
constitutive equations. 20 The present analysis yields a contri­
bution towards the investigation of their role as generators of 
conservation laws. Let us point out that this feature of iso­
vectors seems to be the most natural, in a sense, because 
isovectors give a description of the invariance groups of S, 
and one is led to conjecture the existence of a strict associ­
ation between such groups and conservation laws; in addi­
tion, the concept of isovector reduces to the well-known de­
finition of dynamical symmetry whenever we consider a 
dynamical system in a finite number of degrees of freedom, 
and dynamical symmetries are the most natural generators 
of first integrals of motion.9-12 This analogy can be pushed 
also further by recalling that the self-adjointness of the sys­
tem that characterizes isovectors-when restricted to a solu­
tion of S-is a sufficient condition for the admissibility of a 
variational formulation for S, as it happens for dynamical 
symmetries. 10 
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Properties of Killing spinors on spheres and hyperbolic manifolds are investigated with an 
emphasis on the relations to Killing vectors, conformal Killing vectors, and solutions of 
Maxwell's equations. 

I. INTRODUCTION 

The concept of Killing spinors 1 proves to be a powerful 
tool in the study of supersymmetry in Kaluza-Klein theor­
ies.2 Many of its aspects, however, are yet to be investigated. 
In this paper we present some of the properties of Killing 
spinors on manifolds of constant curvature; spheres S n for 
positive curvature and hyperbolic manifolds for negative 
curvature, respectively. The simplest example of the latter is 
provided by the Poincare manifolds H n with 
ds2 = xn-2(dx~ + ... + dx~) , (xn >0) (see Ref. 3). With a 
discrete subgroup r one obtains H n/r , which, compact or 
noncompact, can be made complete with finite volume.4 

This might entitle one of these hyperbolic manifolds to be a 
candidate of internal space of Kaluza-Klein theories, al­
though global Killing vectors no longer exist after dividing 
byr. 

With applications to Kaluza-Klein theories in mind, we 
put a particular emphasis on the relations to (local) Killing 
vectors, conformal Killing vectors, and solutions of "Max­
well's equations" for S nand H n. We also hope that our stud­
ies offer some insights into the applications to Ricci flat man­
ifolds. 

II. DEFINITIONS 

A Killing spinor is defined by 

Vm~= (~)KYm~' (1) 

on an n-dimensional manifold, where m = 1, ... ,n label the 
coordinates, Y m is the Hermitian Dirac matrix obeying 

{Ym'Y"} = 2gmn , 

and the covariant derivative is given by 

V r - (a . 1 'fI1! )r m~ - m + 14 m mU'fIr:! ~, 

in terms of the spin connectionm'flr:! m' The underlined indices 
are for tangent space equipped with the flat metric D'fIr:!' The 
spin matrix U 'fir:! is Hermitian as defined by 

u'fI'1 = [Y'fI'Y'1 ]/2i. (2) 

The coefficient K is 0 for Ricci flat manifolds while it is 
± i and ± 1 for manifolds of positive and negative unit cur­

vature, respectively. This is verified by computing 

[Vm,V .. ]b= -!~[Ym'Yn]b' (3) 

from (1). On the left-hand side we have 

a) Postdoctoral Fellow, Japan Society for Promotion of Sciences. Address 
after 1 September 1985: Department of Physics, Brown University, Provi­
dence, Rhode Island 02912. 

i lR 'fI1JmnU'fI1Jb = i ~ AUmnb' 

where the curvature tensor is given by 

(4) 

(5) 

with A = + 1 and - 1 for S nand H n, respectively, and 

(6) 

where em 'fI stands for the vielbein. The right-hand side of (3) 
is 

(7) 
due to (2) and (6). Equating (4) and (7) yields ~ = - A, 
as stated above. 

With any:, one can always associate another spinor : _ 
defined by ( 1) with the sign reversed on the right-hand side: 

Vm:_ = - ~KYm:-' (8) 

For even n, we find the relation 

:- =Y#:, 
where 

Y# = E#Y1Y2'''Y'' = Y# t, 

with E# = 1 for n = 4m, while E# = i for n = 4m + 2. 
For odd n, there is no matrix which brings: to: _, as 

long as we limit ourselves to gamma matrices of 
2[n/21X 2[n/2) • 

For even n, one might also consider 

(9) 

which, however, is equivalent to ( 1 ), because iy mY # satisfy 
the same commutation and anticommutation relations as 

those for Y m; solution of (9) -.Jr;; X solution of ( 1 ). We 
do not consider (9) any more. 

III. BILINEAR PRODUCTS 

We derive general formulas involving bilinear products; 

u=:t:, u_==:t_:, (10) 

Vm=:tYm:' V _m==:t_ Ym:' 

1m .. -:tumn:, I _m .. =:t_ Umn:. 

A typical calculation is illustrated by 

Vmv .. = (Vmb)tYnb + btYn (Vmb) 

=~bt(K·YmYn +KYnYm)b, 

(11 ) 

(12) 

(13) 

where use has been made of ( 1 ) and its Hermitian conjugate. 
Choosing K = i and 1 for S n and H n, respectively, we obtain 
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which yield 

{
O, 

Vmv" + V"vm = 2gm,,(;t;), 

It thus follows that 

V 
__ {Km' for sn, 

m L m , for H", 

for S", 

for H", 

for sn, 
for Hn. 

(14) 

(15) 

(16) 

where K m and Lm are a Killing vector and a conformal Kill­
ing vector obeying 

V mK" + V "Km = ° , 
V mLn + V"Lm = (2!n )gm" (V kL k) , 

respectively. We also find 

VkVk = n(;t;), for H". 

The same calculation for v _ m results in 

with 

for sn, 
for Hn, 

Vk vk
_ = n(;t_ ;), for S". 

We turn to/mn . We obtain 

V mlmn = ! ; t (K*Y m ern" + Kernny m ); 

= {( - iI2);t[Ym,o"'n];, for S", 

!;t{Ym,ernng, for Hn, 

which replace (13) and (14). Using the relations 

[Ym,ernn] = - 2i(n - 1)y", 

{Ym,ernn} = 0, 

we arrive at 

(17a) 

(17b) 

(18) 

(19) 

(20) 

(21) 

(22) 

V mlm" = { - (n - 1) v
n

, for S", (23 ) 
0, for Hn. 

We notice that/m" defined by (12) solves "Maxwell's equa­
tions" for H n, while it solves the "modified Maxwell's equa­
tions" for S n. 

It is also straightforward to obtain 

VrnI mn = {O, for S", (24) 
- i(n-l)v_n, forHn. 

It is even simpler to calculate 

{
O, for sn, 

a u = (25a) 
m KV

m
, for Hn, 

a = {KV - m' for S n, 
mU_ (25b) 

0, for H". 
Equations (16), (19), and (23)-(25) are summarized 

in Table I. 

IV. EXPLICIT EXAMPLES 

So far we have simply assumed that the Killing spinors 
exist. We now demonstrate that they do for the examples of 
n = 2 and 3. The line elements are given by 
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TABLE I. The columns give (I) Killing vectors, (II) conformal Killing 
vectors, (III) solutions of Maxwell's equations, (IV) solutions of modified 
Maxwell's equations, and (V) constant norm, respectively. Upper and low­
er rows are for S" and R", respectively. 

S" 
R" 

II 

S2: ds2 = dO 2 + sin2 0 dt/>2 , 

III IV 

S 3: ds2 = dX2 + sin2 X(dO 2 + sin2 0 dt/>2) , 

H2: ds2 = y-2(dx2 + dy2) (y > 0) , 

H3: ds2 = z-2(dx2 + dy2 + dz2) (z> 0) . 

V 

u 
u 

The computation will be simplest if we choose em /!I ex. 8m /!I, 

and the standard Pauli matrices for Y/!I' We obtain (CI , C2 

complex constants) 

2 (cle - il/>12 sin(O 12) + C2e
i
l/>/2 cos(O /2) ) 

S : t = i[ _ Cle - il/>12 cos(O 12) + C
2
eil/>/2 sin(O /2)] , 

(26a) 

(26b) 

(26c) 

(26d) 

v. POSITION DEPENDENCE OF SOME "NORMS" 

As we noticed in (25a), P; is not constant for Hn. 
Examples for n = 2 and 3 are given by 

;t; = 2[ ICI 1
2 + i(CrC2 - C!CI)x + IC2 1

2X2 ]y-1 

+ IC2 1
2y, for H2 . 

;t; =Z-2[ IC1 1
2

(X
2 + y2 + ~)2 + IC2 1

2z 

+ (CrC2 + C!CI)zx 

- i(CrC2 - C!CI)zy] , for H3 . 

These are not normalizable even if one integrates over non­
compact but finite-volume regions bounded by geodesics. 
This may not be serious, however, because one can apply the 
procedure of completion to have compact and complete 
manifolds.4 

The nonconstancy of the norms, on the other hand, may 
also infiltrate S n, when one calculates "norms of the Max­
well fields" f _ m" . Although it is trivially constant for n = 2, 
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we encounter some complications for n = 3. We form the 
real parts 

fA mn =fmn +f*mn = €"nkv _ - - -k' 

where 

V_k = V_k + V~k' 
We thus find 

f _ mJ~n = 2~ _ m ~~ 
By using the Fierz identities like 

v _mv~ = (~t_ rm~)(~t_ r"'~) = (~t_ ~)2, 
we finally obtain 

)_mJ~n 
= 2[2(~t~)(~t_ ~_) + (~t_ ~)2 + (~t~_)2] 
= 16[ (IC112 + IC212)2(1 + cos2 X) 

+ (IC112 - IC212)2 sin2 X sin2 (}] • 

This type of position dependence may have some conse­
quences in the process of spontaneous compactification in 
Kaluza-Klein theories, as will be discussed in a separate 
article.s 

VI. CONFORMAL GROUP 

We close this paper by adding intuitive explanations of 
(conformal) Killing vectors on S nand H n. For S n, Killing 
vectors correspond to rotations MIJ(l,J = 1, ... ,n + 1), 
while conformal Killing vectors correspond to rotations MOl 

with a hypothetical O-axis with negative signature. These 
vectors constitute altogether Lie algebra of conformal group 
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SO(n + 1,1): Mo,n+ 1 is identified as dilatation D in n di­
mensions, while M m,n + 1 and Mom (m = 1, ... ,n) are given 
by km + Pm and km - Pm' respectively, in terms of special 
conformal transformations km and translations Pm. 

The same conformal group occurs also for H n, but with 
different identifications: Km as Mij,k; and P; 
(i= 1, ... ,n-l),andD;Lm asM;n,kn,andPn·Anexplicit 
example of H 2 is 

Px = (1,0), kx = (x2 - y2,2xy), D = (x,y) , 

for K m, while 

Py = (0,1), ky = (2xy,y2 - x2), Mxy = ( - y,x) , 

for Lm. 
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Th~ problem of "glo~al color" (which arose recently in monopole theory) is generalized to 
arbitrary gauge theones: a subgroup K of the "unbroken" gauge group Gis implementable iff the 
gau~e bundle red~ces to the centr~lize~ of K. in G. Equivalent implementations correspond to 
eqUivale~t reductions. Such an action IS an Internal symmetry for a given configuration iff the 
Yang-Mtlls field reduces also. The case of monopoles is worked out in detail. 

I. INTRODUCTION 

One of the most exciting problems that arose recently in 
monopole theory is that of global color. 1-8 We formulate it in 
two steps 7: First, we would like to define the action of a fixed 
elementg of the (unbroken) gauge group. Under usual con­
ditions this presents no problem. In topologically nontrivial 
situations, however, this may not be possible or ambiguous. 
This is the problem of implementability. Second, if we are 
able to define such an action, when do we get a symmetry (in 
the sense ofSchwarz9 and Forgacs and Manton lO

) for a giv­
en field configuration? The importance of these notions is 
seen, for example, from the role they play in deriving con­
served charges in gauge theories. 7.11 In this paper we give the 
mathematical solution to these problems. Our theory (for­
mulated in fiber-bundle terms9.12-14) is valid for any classi­
cal gauge theory. Notice that the problem studied here is a 
special case of dimensional reduction. 10.15 

Our starting point is Proposition 2.2, which states that a 
"rigid" internal action of a subgroup K of G on P exists if and 
only if P reduces to an H = ZG (K) bundle Q. Furthermore, 
there is a 1-1 correspondence between such equivalent ac­
tions and isomorphic reductions (Propositions 2.4 and 2.5). 

An action of K on the principal bundle P induces an 
action of K also on the Yang-Mills (YM) field. Similarly, 
we can study the action of K on matter fields-sections of 
bundles associated to P. The condition for such an action to 
exist is expressed again in terms of bundle reduction 
(Theorem 3.1). 

When is an action a symmetry for a given field configu­
ration? Proposition 4.3 tells us that the action of K on (P,G) 
defined by (Q,H) is an internal symmetry for a Yang-Mills 
connection A if and only if A reduces to a connection on Q. 
This happens if and only if H contains the holonomy group 
of A (see Ref. 15). The implementation of an internal sym­
metry subgroup is necessarily unique. There is an analogous 
statement (Proposition 4.4) for matter fields. 

These theorems provide us with a complete solution of 
the color problem-when we are able to construct the corre-

a) Present address: Dublin Institute for Advanced Studies, 10, Burlington 
Road, Dublin 4, Ireland. 

sponding reductions. A first illustration is given by the non­
Abelian Bohm-Aharonov experiment ofWu and Yang, 11.17.18 
where G = SU(2) admits two inequivalent implementa­
tions. 

The principal application of our theory is to non-Abe­
lian monopoles. 1-7 Their basic properties l 9-25 are geometri­
cally reformulated in Sec. V. The reduction of monopole 
bundles is worked out in Sec. VI. 

The results are summarized as follows: Denote by G the 
residual symmetry group of a monopole having [P]E1T1 (G) 
as a fundamental topological invariant. A subgroup K 
of G is implementable iff [P] belongs to the image of i. 
1T 1 (ZG (K») -. 1T 1 (G) induced by the inclusion 
i: ZG (K) -. G. Furthermore, the inequivalent implementa­
tions are labeled by the elements of 1T2 (G /ZG (K) ). In parti­
cular, the implementation of the full G is unique (when it 
does exist). 

These results are conveniently expressed in terms of the 
"non-Abelian charge" n of Goddard, Nuyts, and Olive19: 
Let us decompose II as II =z(II) + II',wherez(II)eZ(.'1) 
and II' E [ .'1,.'1 ] . We prove that G is implementable iff either 
(i) [exp 41TtII]E1T1 (G) free' and z(II), the projection of the 
non-Abelian charge onto the center, is quantized: 
exp 41Tz(II) = 1; or equivalently, (ii) exp 41TII't, O..;;t..;; I, is 
a contractible loop. Here G is a symmetry for a monopole 
given by II iff IIeZ ( .'1 ). 

The general results are illustrated on SO (3) mono­
poles. 19.20 

II. INTERNAL ACTIONS ON PRINCIPAL BUNDLES 

Let P be a right principal G-bundle over a connected 
manifold M. A subgroup K of G acts internally on P, if we are 
given a left action p -. k . p of K on P, which preserves each 
fiber and commutes with the (right) action of G, 
k· (pg) = (k. p)g, 'tIkEK,gEG,pEP, cf. Refs. 1-7. Ifso, de­
fine the ~ap 7'p: K -. G by k . p = P (7'p (k»). Here 7'p is well 
defined, since k . P belongs to the same fiber as p, and G acts 
on each fiber transitively and freely; k -. 7'p (k) is a homo­
morphism of K into G, which satisfies 7' = Ad g- 1 . 7' pg p' 

gEG. In what follows we consider only the case when K acts 
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on P freely, i.e., the homomorphism Tp: K - G is injective 
for eachp. This can always be assumed without loss of gener­
ality for symmetries (see Sec. IV). 

Choosing a local section sa: Va - P, T is given by 
r': Va - Hom (K,G), where ~ = Tsa(x)' If 
hafJ: VanVp - G denotes the transition function of P, then 
~ = Ad haP ~,xeVanVp. 

An internal action of K on Pis called rigid, ifthere exists 
a local trivialization {Va,sa} of P such that each r' is con­
stant. 1-7 If so, there is no loss of generality in assuming that 
~ (k) = k for each x. In such a gauge, 

(2.1 ) 

Proposition 2.1: An internal action of K on P is rigid if 
and only if the image of the associated map T: 

P_ Hom(K,G) is the orbit of the inclusion map i: K ~ G 
under the adjoint action of G on Hom(K,G). 

Proof Suppose the action of K on P is rigid in a gauge 
{Va,sa}. IfpePis such that 1T(p)eVa, where 1Tis the projec­
tion 1T: P - M, then P = Sa (1T(p»)g for some geG. By (2.1), 

pTp(k) =k.p=k,(sa(1T(p»)g) = (k'Sa(1T(p»))g 

= (sa (1T(p »k)g = p(g-lkg). 

Hence Tp (k) = Ad g-Ik and so Tp = Ad g-li, and thus the 
image is the orbit of i. Conversely, if T has a single orbit as its 
image, we can always choose local gauges Sa so that r' is 
constant, equal to a base point, which in this case is the inclu­
sion map i: K ~ G. In this gauge the action of K is rigid. 

Requiring rigidity is easily seen to be the same as requir­
ing that, for each p, Tp is the restriction to K of an automor­
phism of G (see Refs. 1, 2, 6, and 7). 

Let us now consider a rigid internal action of KeG and 
let H denote the stabilizer of i: K ~ G under the adjoint 
action ofG, 

H = ZG(K) = {geG IAdgk = k, VkeK}. (2.2) 

The orbit of i is identified with G I H, and T can be viewed as a 
section of the associated bundle with fiber G IH. Any such 
section defines a reduction of P to an H bundle. The reduc­
tions to H-bundles are known to be in 1-1 correspondence 
with sections of the associated bundle PxG (G I H) ~P I H, 
and so with rigid actions of K on P. Hence we have proved 
the following proposition. 

Proposition 2.2: A rigid internal action of a subgroup K 
of G on P exists if and only if P reduces to H = ZG (K). 

It is easy to see directly that the existence of a rigid 
action forces the bundle to reduce by using the special gauge 
(2.1), for, ifsp = Sa haP' then 

Sa (khafJ) = k . Sa haP = k· Sp = spk = sahafJk, 

showing that hafJ commutes with K, and hence (P,G) re­
duces to an H-bundle Q. Note that the latter is given by 
Q = {peP ITpk) = k, VkeK}. 

Corollary 2.3: G itself acts on P internally and rigidly if 
and only if (P,G) reduces to Z( G), the center of G. In this 
case the transition functions take their values in Z(G) in a 
suitable gauge. 

An interesting insight is gained by proceeding back­
wards. Let i: H ~ G be a closed Lie subgroup and assume we 
are given a principal H-bundle (Q,H). Then 
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(q,g)~(qh,h -Ig ) is an equivalence relation on Q XG, and 
the set of equivalence classes (denoted here by {q,g}) yields 
the associated bundle P Q = Q X H Gj P Q is a principal G­
bundle with G-action {q,g} -+ {q,gg'}, g'eG. Furthermore, 
(Q,H) is a reduction of (P Q,G). In fact, 
Q~({q,e}ePQ IqeQ). Conversely, if (Q,H) isa reduction of 
(P,G), the extended bundle (P Q,G) is isomorphic to (P,G). 
Indeed, any peP is written as p = qg, since (Q,H) is a reduc­
tion. Now 

IT(p) = {q,g} (2.3) 

is a well-defined map IT: P _ P Q, since if p' = q' . g' with 
q'eQ, and g'eG, then q' = qh, and g' = h -lg for some heR. 
Thus 

(q',g') = (qh,h -Ig)~(q,g). 

Plainly, IT has inverse {q, g} -+ qgeP, and also commutes 
with the action of G on P and P Q, respectively, so it is an 
isomorphism extending the identity map on Q. 

Assume now that we have a reduction of (P,G) to an 
H = ZG (K) bundle Q. A rigid internal action of K on (P,G) 
is defined now as follows: 

k. {q,g} = {q, k -Ig} (2.4) 

is a natural action of K on P Q [since 

(qh, kh -lg)~(q, hkhg-I)~(q, Kg), 

for heZG(K)] and thus on (P,G)~(pQ,G). Observe that 
this action is given by 

Ad -I' Tp = g I, 

and is thus rigid. It also satisfies TI Q = i as required. 

(2.5) 

Now we turn to the question of uniqueness of the action 
of K. To be able to discuss several actions at once we use the 
following notation: We denote by f.L: K xP -+ P the map 
f.L(k,p) = k· p. Two actions given by f.LI and f.L2 should be 
regarded as equivalent if they differ only by a gauge transfor­
mation, i.e., if there exists a bundle automorphism IT: P _ P 
preserving fibers, commuting with the G-action, and such 
thatf.L2(k,q(p») = oVtl(k,p»), VkeK, andpeP. Equivalence 
preserves rigidity, since if Sa: Va - P is a gauge in which f.L 1 

is constant, then lTSa is a gauge in which f.L2 is constant. An 
equivalence IT determines a map y: P -+ G by 

IT(p) =Py(p), (2.6) 

which satisfies y(pg) = Ad g-Iy(p), so y is a section ofthe 
bundle associated to P with G acting on itself by internal 
automorphisms. If we have two actions f.L 1 and f.L2 of K with 
corresponding maps TI and r: Hom(K,G) then 

q(p)r;(p) (k) = f.L2 (k,q(P») = oVtl (k,p») = q(p)T~ (k), 

so 

T~(k) =r;(p)(k) =Ady(p)-lii,(k). (2.7) 

Conversely, given a section y of P XGG satisfying (2.7), 
then (2.6) defines an equivalence of the two actions. 

If we have two rigid actions f.L 1 and f.L2 with correspond­
ing reductions QI and Q2 then an equivalence IT of f.Ll and f.L2 
implies T~ = r;(p) by (2.7), so Q2 = q(QI)' This suggests a 
notion of equiValence of reductions: two reductions QI and 
Q2 of a principal G-bundle P are equivalent if there is an 
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automorphism u of P preserving fibers with Q2 = U(QI) 
(see Ref. 26). Then we have the following proposition. 

Proposition 2.4: Two rigid actions PI andp2 are equiva­
lent if and only if their corresponding reductions QI and Q2 
are equivalent. 

Obviously, if two reductions QI and Q2 of P are equiva­
lent as reductions, then they are isomorphic as H-bundles. 
This is in fact the only condition to be satisfied as the next 
result shows. 

Proposition 2.5: There is a 1-1 correspondence between 
isomorphisms of QI and Q2 as H-bundles and equivalences of 
QI and Q2 as reductions of P. 

Proof: It remains only to show how to extend an isomor­
phism Uo: QI ~ Q2 to an isomorphism of P. Set 

u(q,g) = (uo(q),g), qEQI' gEG; (2.8) 

uo(qh) h -Ig = uo(q)g,sinceuoisanH-map, and thus (2.8) 

is a well-defined map from P Q, to P Q,. It is clearly 1-1 and 
commutes with the action of G, so it is a bundle-isomor­
phism. But (pQ',G) and (pQ',G) are both isomorphic to 
(P,G). 

III. INTERNAL ACTIONS ON ASSOCIATED BUNDLES 

A matter field ct> is specified by giving a unitary repre­
sentation U: G ~ U(E) (the set of unitary transformation 
of a linear space E), and by selecting, in each Va' a local 
representative ct>a: Va ~ E such that 

ct>a(x) = U(hap(x») ct>P(x), XEVanVp. 

Suppose a subgroup K of G acts on ct> pointwise and linearly. 
This means that kEK sends ct> to an object we denote by 
(k. ct», expressed locally as 

(k· ct»a(x) = U~(k) ct>a(x), (3.1) 

where each U~ is a representation ofK onE. For (3.1) to be 
well defined we need the consistency condition 

U~(k)=U[haP(x)] U~(k) U[hapl(x)]. (3.2) 

Now ct> is a section of the associated bundle .Ji'I = P X GE. 
Equation (3.2) requires, therefore, that the U~ (k),s piece 
together to give sections of the bundle associated to P with 
fiber U(E), where G acts by conjugation by U(g). If the 
action of K on the fiber at x is denoted by Ux (k), the 
U~(k)'s are local representatives of this action; U(k) is a 
section of U ( .Ji'I ) . 

If the representation U is not faithful, denote by Nits 
kernel, where N is a normal subgroup of G, and G * = GIN is 
a group to which U descends to give a faithful representation 
U*. Now PXGE is naturally isomorphic to P*XG.E, 
where P * = PIN = P X G (G IN) is the principal G *-bun­
dIe associated to the homomorphism G ~ G *. In this way 
we may reduce to the case where U * is faithful, but note that 
now K need not be a subgroup of G *. This defect can be 
avoided if we assume that the action of K is induced locally 
by gauge transformations, i.e., if we assume that, for each k, 
there exist functions ka: Va ~ G such that 
U~(k) = U(ka(x») These ka must satisfy U[ka(x)] 
= U [haP (x) kp (x) h ,;J/(x)], so 
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(3.3 ) 

If we denote by g* the projection of gEG into G *, then 

(3.4 ) 

It follows that k * defines a section of P * X G. [ G *] with G * 
acting by the adjoint representation on itself. Since each U~ 
is a homomorphism, then, although k ~ ka (x) need not be 
a homomorphism, k ~ k! (x) is a homomorphism. Thus, 
by (3.4), we obtain a section ~(k) = k!(x) of 
P * X G. [Hom (K,G *) ], and hence an action of K on P *, 
which commutes with the G *-action. If further there are 
local gauges where the ka are K-valued, then KnN acts triv­
ially so we get an action of K * = K I (KnN), which is a sub­
group of G *. Hence we get the situation studied in Sec. II, 
with K * acting on P *. 

Finally, if we restrict ka (x) to be constant (and equal to 
k) in some gauge, then K * acts rigidly on P *. This can hap­
pen, as we have seen, if and only if P * reduces to ZG. (K *), 
the centralizer of K * in G *. If 

H' = {gEG IU (g) U (k) = U (k) U(g), VkEK}, (3.5) 

then this centralizer is H * = H' IN. Since P * = PIN, 
P*IH* = P IH' and thusP * reduces toH* ifand only if P 
reduces to H'. We summarize. 

Theorem 3.1: If K acts pointwise on a generic matter 
field ct> transforming under a unitary representation U of G 
on E so that there are local gauges ( Va ,Sa ) where this action 
is rigid, 

(3.6) 

the P reduces to the subgroup (3.5). Conversely, any reduc­
tion of P to H ' induces an action of K on ct>. 

This is the case in particular when K acts internally on P. 
Indeed, H in (2.2) is a subgroup of H'. Alternatively, ob­
serve that if the action of K on P is associated to 1": 
P~Hom (K,G), then 

1"*. (k) = (1". (k»)* p p 

defines an action of K (and thus of K *) on P *. Alternatively, 
ct> can be viewed as a section of P * X G.E, or as an equivar­
iant function P * ~ E, 

ct> (p*g*) = U (g* - I) ct> (p*), g*EG *, p*EP*. 

Observe that the action of K on ct> is deduced from that of K * 
onP*, 

(k· ct» (p) = U(r;'(k») ct> (p) (3.7) 

[since ct> (p) = ct> (p*)], whose local form is 

(k· ct»a(x) = u(~a(k»)ct>a(x). (3.8) 

The results of this section apply, besides monopoles (Sec. 
VII), to classical particles in external Yang-Mills fields. 17 

IV. INTERNAL SYMMETRIES 

Let us now assume that our principal G-bundle P carries 
a connection formA, and let Kbe a subgroup of G acting on P 
internally. Let this action be given by 1". This allows us to 
define the action of a kEK on the Yang-Mills connection A, 
(k· A) = (k -I)*A, where * denotes the pullback ofa differ-
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entiat form. We shall call K an internal symmetry group for 
the Yang-Mills field A if this action preserves the connection 

(k ·A) =A, (4.1) 

cf. Refs. 7, 9, 10, 12-16,27, and 28. If K is a compact, con­
nected Lie group with Lie algebra~, any keK can be written 
as k = exp K. Equation (4.1) implies that the vector field 

K(p) =- [exp( -tK)]'P - d\ 
dt 1=0 

is invariant under the right action of G on P, and 

LicA=O. 

(4.2) 

(4.3) 

On the other hand, ie(p) = tp, the fundamental vectorfield 
at p associated to the infinitesimal right action of Gat pEP for 
some se[1. Denote (aJ" (p) ')p = ie(p). Alternatively, consid­
er 

aJ,,(p) =!!...\ Tp [exp( -tK)]. 
dt 1=0 

(4.4) 

For each pEP, the map ~3K - aJ" (p)e[1 satisfies 

aJI"I''''] (p) = [aJ"l (p ),aJ", (p)] and aJ" (Po) = K, 
(4.5) 

where aJ" (pg) = Ad g-laJ" (p) for each K. Therefore, aJ" is 
an adjoint "Higgs-type" field. 

To express (4.3) another way, observe that 
LicA = dA (ie, .) + d (A (ie») by the Cartan lemma. But 

dA (ie,.) =DA(ie,.) - [A (ie),A(.)] = [A (.),A(ie)] 

because DA = F is horizontal. Finally, 

Ap(iep ) =Ap (aJ,,(pf) = aJ,,(p), 

since A (t) = 5 for any connection A on P. So LicA = DaJic' 
This yields the following proposition. 

Proposition 4.1: A connected subgroup K of G acting 
internally on P is an internal symmetry for the connection A 
if and only if the adjoint "Higgs" field aJ" associated to its 
infinitesimal action is covariantly constant for each K, 

(4.6) 

cf. Refs. 5, 7, and 16. When expressed in a local gauge 
{Va,sa}, Eqs. (4.1) and (4.6) become7,9,IO,12-16.27.28 

and 

DaJ~ = daJ~ + [A a,aJ~] = 0, 

respectively, where A a = s!A, and 

aJ~(x) =!!...I r:: [exp( - tK)], 
dt 1=0 

(4.8) 

aJ~ (x) is just a local representative for aJ", and 
aJ~(x) = aJ" (sa (x», as anticipated by the notation. 

Conversely, if we can find a bracket-preserving linear 
map K_W" satisfying (4.5), that associates convariantly 
constant adjoint Higgs-type fields aJ" to each K~, 
[ exp ( - K) ] • p = exp(w" (p f) ( exponential of a vector 
field) provides us with an internal action of 
k = exp( - K)eK on P. In fact, 
Tp [exp( -K)] =exp(w,,(p» (exponential in the group). 
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All solutions of (4.6) are found by parallel transport.7
•
20 

Therefore, aJ" (p) belongs, for all pEP, to a single adjoint 
orbit of G. Hence we get the following proposition. 

Proposition 4.2: The action of an internal symmetry 
group K on P is rigid. 

As we have seen in Sec. II, to have a rigid internal action 
of K is equivalent to requiring that the bundle (P,G) reduce 
to H = ZG (H). In terms of aJ this reduction is obtained as 
Q= {pePlaJ,,(p) =K} (see Ref. 12). This implies the fol­
lowing proposition. 

Proposition 4.3: The action of K on (P,A) defined by the 
(Q,H) [where H = ZG (K)] is an internal symmetry if and 
only if the connection form A reduces to Q. This happens if 
and only if H = ZG (K) contains the holonomy group of A. 
In this case Q contains the holonomy bundle and so is 
unique. 

In particular, thefull gauge group G is a group of inter­
nal symmetries if and only if the connection reduces to the 
Z( G)-bundle that characterizes the left action of G on P. 
This is equivalent to requiring that the generators ofthe ho­
lonomy group lie in the center5 of [1. 

Similarly, let us consider a matter field <1>, and assume 
there is an internal action of K on <I> determined by a section 
T* of P*X G * [Hom (K*,G*)]. We shall say that this ac­
tion of K is an internal symmetry for the matter field <1>, if 

(k· <1» (p) = U(r;'(k») <I> (p) = <I> (p). (4.9) 

In a local (in particular in a rigid) gauge, this reads 

U(T!'a(k») <l>a(x) = <l>a(x) 

and 
U (k)· <l>a(x) = <l>a(x), 

respectively. We can work also infinitesimally: 

ie*(p*) =!!...\ [exp( - tK) ]*. p* 
dt 1=0 

and 

w* (P*) = !!...\ r! [ exp ( - tK) ]. 
". dt 1=0 P. 

(4.10) 

(4.11) 

provide us with a vertical vectorfield K* and an adjoint 
"Higgs" field aJ~ on P * = P / N. The infinitesimal action of 
~. (the Lie algebra of K *) on <I> reads 

(ie* . <1» (p) = Lic*<I> (p) = aJ:" (p). <I> (P), (4.12) 

where the dot· denotes the action of the Lie algebra induced 
by U. The definition of a symmetric matter field reads, 
hence, infinitesimally 

aJ:" . <I> (p) = 0, 

or in a local gauge 

aJ:..a(x)· <l>a(x) = o. 

(4.13) 

(4.14 ) 

Let us now assume that we have a Yang-Mills potential A 
and a covariantly constant Higgs field <I> and that we are 
interested in their simultaneous symmetries. First, K imple­
mentable on P implies that K is implementable also on 
P X GE. Furthermore, w~(x) = (w" (P) ) •. In particular if N 
is discrete,..f* = ~ and [1 * = [1, so the star can be dropped. 
Both Wit and <I> are now found by parallel transport, 
<l>a(x) = Ad~(x) <1>0 and aJ~(x) = Ad~(x) K, where ~ 
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is the nonintegrable phase factor. Equation (4.13) reduces, 
hence, to 

K' ct>o = o. ( 4.15) 

Proposition 4.4: K is a symmetry group for a covariantly 
constant matter field ct> if and only if K belongs to the little 
group of a basepoint ct>o from the orbit where ct> takes its 
values. 

As a first illustration, consider the non-Abelian Bohm­
Aharonov experiment 7,11,17,18 proposed by Wu and Yang to 
test the existence of gauge fields. Here we consider a princi­
pal G-bundle P over the punctured plane M = R 2\ {o} en­
dowed with a flat connection A. Such bundles are classified 
by classes [P] in 1To(G). The homotopy exact sequence 

Ad. {j 

"'-1T1(G) - 1T1(GIZ (G»)-1To(Z(G») 
[Q] 

i. 

-1To(G)_"., (4.16) 
[P] 

analogous to (6.3) and induced by Z(G) - G- G IZ(G), 
shows that G is implementable iff [P] belongs to 1m i •. If 
this condition is satisfied, there may be still an ambiguity: the 
different implementations-the inequivalent reductions to 
Z(G)-are classified by Ker I •. For G = SU(2) for exam­
ple, P is trivial because SU (2) is connected: 

1T1(SU(2») = 0, Z(G) = Z2' G IZ(G) = SO(3) 

so there exist two gauge-inequivalent implementations cor­
responding to the reductions of P to a trivial or to a twisted 
bundle, respectively.7 

When do we get an internal symmetry? Let us consider 
more generally a principal G-bundle P over a connected 
manifold M carrying a flat connection A. The horizontal 
distribution of A is integrable by the Frobenius theorem. Let 
us choose a reference point Po in P, and denote by Q the leaf 
of the horizontal distribution through Po. Here Q is a cover­
ing of M, which is a reduction of P with a discrete subgroup 
r of G as structure group. As a matter of fact, r is just the 
holonomy group of A at Po. According to Proposition 4.3, G 
acts as a symmetry for (P,A) iff r is in Z (G). 

In the non-Abelian Bohm-Aharonov experiment, r 
consists of powers ofct>, the nonintegrable phase factor cal­
culated along a loop that winds once around the ori­
gin. II,17,18 Consequently, SU(2) acts as a group of internal 
symmetries only for ct> = 1 (for the first implementation) or 
for ct> = - 1 (for the second implementation).7 The phys­
ical consequences are explained in Ref. 11. 

V. MONOPOLE BUNDLES 

The asymptotic properties of monopoles are determined 
by a principal G-bundle Pover theS 2 at infinity, where G, the 
residual symmetry group, is compact and connected. In 
grand unified theories (GUT) one starts in general with a 
trivial "unifying" bundle P = R 3 X G, where G-a compact 
and connected Lie grou~is the "unifying group." At large 
distances the G-symmetry is spontaneously broken to a sub­
group G of G. Geometrically, this means that over S 2, (P,G) 
is reduced to a principal G-bundle P. Any such reduction is 
produced by an equivariant "reducing map.,,12 Choosing a 
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global trivialization of P, the reducing map can be identified 
with a map ct>: S2 _ G IG-thephysicaIHiggsfield. Now ct> 
defines a homotopy class [ct>]E1T2( GIG), and the homotopy 
class [P] is 8[ ct>], where 8: 1T2( GIG) -1T1 (G) is the con­
necting homomorphism; 8 is an isomorphism if G is simply 
connected. Both [P] and [ct>] will be referred to as the Higgs 
charge in the sequel: 

1T1(G)~1TI(G)free +1T1(Gss ), 

where1T1 (G)free ~Zp,p is the dimension of Z( Y), Gss is the 
semisimple subgroup of G generated by [Y ,Y ], and 
1T 1 (Gss ) is a finite Abelian group. The free part-which 
plays a particularly important role-is described as fol­
lows25: Denote by r = {SEY lexp 21TS = t} and let z: 
Y - Z ( Y ) be the projection of the Lie algebra of G onto its 
center. The image of r under z, z(r), is a lattice whose 
dimension is the same as that of Z ( Y ). In Ref. 25 we proved 
the following theorem: Define, for any loop y in G, 

p(y) =_1_ r z(O)EZ(Y), 
21T Jr 

(5.1 ) 

where 0 = g-I dg is the canonical (Maurer-Cartan) one­
form of G, and p defines an isomorphism of 1T 1 ( G) free with 
z(r). 

Any loop in G is known to be homotopic to one of the 
form y(t) = exp 21TSt. For this y,p(y) = z(S). If ~I' ... ,~p is 
a Z-basis for z( r), then p (y) = l:.mi~i provides us with p 
"quantum" numbers ml, ... ,mp ' 

In Ref. 25 we gave also a second characterization of p, 
namely that p (ct» = p (8 [ct>]) can also be calculated as the 
integral of a two-form over the two-sphere at infinity, 

p(ct» = _1_ r ct>*O, (5.2) 
21T JS2 

where 0 is the projection to GIG of the Z( Y )-valued two­
formz(dO) on G. In a Chern-Weil framework, (5.2) is also 
expressed as follows29: Choose an arbitrary connection A on 
P, and denote by F its curvature form F = DA. The Z ( Y )­
valued two-formZ(F) projects then toS 2

, and its cohomo­
logy class [z (F)]E H~R (S2) XZ( Y) is independent of the 
choice of the connection. In fact, the map p introduced above 
is just 

p(p) = _1_ r z(F). 
21T JS2 

(5.3 ) 

Monopole fields must also satisfy the Yang-Mills-Higgs 
equations. Assuming a sufficiently rapid falloff at infinity, 
the Yang-Mills-Higgs equation on S 2 reduces to D * F = O. 
The solution has been found by Goddard, Nuyts, and 01-
ive I9-22,29,30: Let us assume that P is a nontrivial G-bundle 
over S 2, carrying a connection form A that satisfies the YM 
equation D • F = O. Then there is a vector n in Y generating 
a homomorphism U( 1) _ G such that P is associated to the 
Hopf bundle over S 2 and the field is F = Yn with Y the 
area form on the two-sphere; n is quantized, exp 41Tn = 1. 
The vector n can be chosen without loss of generality in any 
given Cartan subalgebra of Y . The transition function h of a 
monopole is thus homotopic to h(t) = exp 41Tnt, O<t< 1, so 
p (P) is simply 

p{P) =z{2n). (5.4) 

P. A. Horvathy and J. H. Rawnsley 986 



                                                                                                                                    

This theorem can also be reformulated by saying that the 
holonomy group of asymptotic monopole bundles is a U ( 1), 
generated by the "non-Abelian charge" vector n (see Refs. 
29 and 30). Conversely, given n we are able to construct an 
asymptotic monopole configuration, see Sec. VI. 

VI. REDUCTION OF MONOPOLE BUNDLES 

Theorem 6.1: The monopole bundle (P,G) is reducible 
to an H-bundle Q (where H is a closed subgroup of G) iff 

[ ct> ] elm u. ' ( 6.1) 

where u.: 11"2«(;,H) -11"2«(; IG) is induced by the natural 
projection u: (; IH _ (; IG. Equivalently, iff 

[P] =~ [ct>]elmi., (6.2) 

where i.: 11"1 (H) - 11"1 (G) is induced by the inclusion i: 
H '-+ G. The inequivalent reductions from G to H are para­
metrized by the elements of 11"2 (G I H). 

Proof Suppose first that there exists a reduction (Q,H) 
of (P,G). Then (Q,H) is a reduction of (1',(;) also, and is 
thus determined by a reducing map ("Higgs field") '1': 
S2 _ (; IH. This reducesPifand only ifeachH-cosetis con­
tained in a corresponding G-coset. That is, if and only if 
ct> = u( '1'). But this implies [ct>] = u. ['1']. 

Conversely,}f [ct>]e 1m u.' then [ct>] = u. ['I'd for 
some '1'1: S 2 _ G I H. Hence, ct> and u( 'I' 1) are homotopic 
and thus gauge-equivalent,9,10.12 so there exists a map g(x) 
such that ct>(x) = g(x)· u ('1'1 (x»). Butuis a G-map, so put­
ting 

'I'(x) =g(x)· 'l'l(X), ct>(x) = u ('I'(x»), 

we get a reduction Q of P defined by '1'. Consider 

° 
11"!(G IH) 

_ [, l ~ U, il. 

0~2(G IH)-11"l(H)--o-11"l«(;)- ... 

I u~ j i. II 
0~2(GIG>-11"1(G) 0 11"1«(;)- ... 

[; ~ 

(6.3) 

It follows from this diagram, that [ct>] elm u. if and only if 
(6.2) holds. 

Finally, by Theorem 2.5 two reductions (Q1,H) and 
(Q2,H) of (P,G) are equivalent iff [Qd = [Q2]E1r1 (H). 
The inequivalent reductions are hence labeled by Ker i. ' 
which is, according to the diagram, just 11"2 (G I H). 

It is instructive to proceed backwards. Let i: HC G be a 
subgroup to any class in 11"1 (H) that is associated on (up to 
isomorphism unique) H-bundle (Q,H). The extended bun­
dle (pQ,G) has class [pQ] = i. [Q ]E1r1(G). Thus Q is a 
reduction of (P,G) exactly when (pQ,G)=(P,G), which 
happens iff 

i. [Q] = [P], (6.4) 
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the transition function of Q and P are homotopic in G. Equa­
tion (6.4) shows also that the various reductions of (P,G) to 
an H-bundle are parametrized by Ker i. =11"2 (G I H). 

For example, ifIm i. = 0, (inparticularwhenHissim­
ply connected), then (P,G) reduces to a subbundle Q with 
structure group H if and only if the Higgs charge of ct> is zero 
and so the G-bundle P is trivial. 31 

Proposition 6.2: The structure group G of P can be re­
duced to H if and only if h p is homotopic to a loop in H. In 
this case 

(6.5) 

If 11" 1 ( G) is free and H is Abelian, then (6.4) is also sufficient. 
Indeed, the reductions (P,G) and (Q,H) of (1',(;) are 

compatible if and only if the transition function are homoto­
pic in G, [exp 41rnp t] = [exp 41rnQ t ] E1r 1 (G). Next, the 
projection maps ZG: [1 - Z ( [1) and Z H: A - Z (.,0 satisfy 

zG(zH(rJ}) =zG(1]), 1]eA '-+ [1. 

This follows from Z G ([ [1,[1 ]) = 0, observing that 
1]=ZH(1]) +1]', where 1]'e[A,A]C[[1,[1]. Notice that 
any H-connection on Q extends naturally to a G-connection 
on P. Let F denote the curvature. On Q zGF=ZG(ZHF), 
since F is H-valued. Equation (6.4) follows then from the 
definition. 

Finally, let hp (t) = exp 211"5t and hQ (t) = exp 21r1]t be 
the transition functions of the bundles P and Q. Then 
PG([P]) =ZG(5) and PH([Q]) =1]. Thus 
PG (hQ) = ZG (1]) = ZG (5). Therefore, if11"l (G) is free and H 
is Abelian, hp and hQ are homotopic loops in G sincepG is 
now an isomorphism. 

Assume now we have a connection on (P,G). Any bun­
dle reduces to its holonomy. For a monopole this means that 
its connection reduces asymptotically to a connection on a 
U ( 1 ) -bundle. This remark allows us also to construct 
asymptotic monopole configurations.32 The non-Abelian 
charge vector n is written as n = (n/2 )5, n an integer and 5 
a minimal U ( 1) generator, because n is quantized. Denote 
by yn the Hopf-bundleS 3/Zn ; H = {exp 211"t510<:t<1} isa 
U ( 1) subgroup of G; y n can be viewed also as a principal H­
bundle with H-action y _ yh = h (e21Tt ), for h = exp 211"t5. 
The associated bundle P n = Y n X H G is a principal G-bun­
dIe having transition function h (0) = exp 20n, 0<0<211" be­
ing the angle parametrizing the equatorial circle of S 2. The 
natural connection A n = n y d yli of yn extends to a con­
nectionA nonpn; as a matter of fact, yn = ({y,e}lYeyn) is 
theholonomybundleof(pn,A n). Thislatterisanasympto­
tic monopole bundle iff [P n] eKer j. forj: G '-+ (; (see Refs. 
22 and 24). Under suitable conditions such asymptotic solu­
tions can be extended to the interior region.33

,34 

The connection on (P,G) determined by the non-Abe­
lian charge vector reduces to a subbundle (Q,H) iff the latter 
contains the holonomy bundle. This implies the following 
theorem. 

Theorem 6.3: The Yang-Mills connection A of a princi­
ple G-bundle P over S 2 defined by the non-Abelian charge n 
reduces to a subbundle (Q,H) if and only if neA. 

For example, (P,G) reduces to a U ( 1) subgroup 
H = {exp 21r1]t 10<t< 1}, where 1] is a minimal generator, iff 
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[exp 21TtTJ] = [exp 41TtII] E1T I (G). A necessary condition 
for this is z( TJ) = 2z( II). This is also sufficient if 1T I (G) has 
no finite part. The YM connection A reduces also iff the 
reduced H-bundle Q contains yO, which happens iff 
2II = nTJ for a suitable integer n. 

These results yield topological information concerning 
the "fate" of monopoles under successive symmetry break­
ing G ---+ H (see Refs. 30, 34-36). The topological condition 
found in Refs. 30 and 34 for its survival means exactly that 
the G-bundle P reduces to an H-bundle Q. On the other 
hand, the second condition given in Refs. 30, 35, and 36 
requires that the Yang-Mills connection reduces also. 

VII. THE COLOR PROBLEM IN MONOPOLE THEORY 

Let us consider a grand unified monopole (Aj,<I» with 
"residual" symmetry group G, where G is the little group of a 
basepoint <1>0 in the orbit where the Higgs field takes asymp­
totically its values. Our previous results imply the following 
theorem. 

Theorem 7.1: A subgroupKCGis (rigidly) implemen­
table if and only if, over S2, the monopole bundle (P,G) 
reduces to a ZG (K)-bundle QI' The rigid actions of K are in 
1-1 correspondence with reductions to ZG (K). The neces­
sary and sufficient condition of implementability of K is 

8 [<I>] Elm i., (7.1) 

where i. is the homomorphism between homotopy groups 
induced by the inclusion map i: ZG (K) ~ G. The inequiva­
lent reductions are in 1-1 correspondence with the elements 
of 1T2(G /ZG (K»). 

An alternative proof is obtained using the inverse tech­
nique. Denote in fact ZG (K) by H and consider an H-bundle 
Q over S 2. The extended bundle (P Q,G) carries, as shown in 
Sec. II, a natural action of K yielding an action on (P,G) iff 
(P,G)~(pQ,G). The condition for this is just (6.4) with 
H = ZG (K), with ambiguity parametrized by 
1T2(G /ZG (K»). For K = G, we have some more results. 1.2 

Proposition 7.2: G is implementable if and only if the 
transition function h(t) = exp 41Ttll, O,t, 1 of the bundleP 
is homotopic to a loop in the center of G. This happens iff 

8 [<I>]E1TI(G)free (7.2) 

and 

exp 21TPG (P) = exp 41TZ( II) = 1. (7.3 ) 

The implementation of G is unique. 
Indeed, for i:Z(G) ---+ G 1m i. belongs t01TI (G)free' On 

the other hand, a Z( G) bundle Q is represented by a loop 
exp21Ttt, O,t,l, where t is in Z(['1). Then 
PH(Q) =ZH(t) =t· ButpG(P) =t by (6.5). However, 
PG (P) = z(2II). 

Conversely, (7.2) and (7.3) are also sufficient: 
y(t) = exp 21TPG (P)t is now a loop in 1m iwhosehomotopy 
class is 8[<1>], becausepG(Y) =PG(P) andpG' when re­
stricted to the free part, is an isomorphism. Now G admits at 
most one implementation, since G /Z( G) is a Lie group, and 
has thus trivial second homotopy. So i. is now injective. 

To express this result another way, decompose the non­
Abelian charge vector as II = Z(II) + II', where II' belongs 
to [~, ~ ]. Denote by Gss the semisimple subgroup of G 
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whose Lie algebra is [~, ~ ], and let G:; be the simply con­
nected covering group of Gss • 

Proposition 7.3: G is implementable if and only if 
exp 41Ttll', O,t, 1 is a contractible loop in Gss • This happens 
iff 

exp* 41TII' = 1, (7.4) 

where exp* is the exponential map in G :;. 
Proof z( II) commutes with everything, and thus 

exp 41TII' = (exp 41TII)·(exp 41Tz(II»)-1 

= (exp 41TZ(II»)-I. 

Equations (7.3) and (7.4) are thus equivalent; in particular, 
exp 41Ttll', O,t, 1 is a loop in Gss ' Now [P] is decomposed 
as 

[P] = [exp 41Ttz(II)] + [exp 41Ttll'] 

E1TI (G)free + 1TI (Gss ), (7.5) 

and hence (7.2) is equivalent to exp 41TtII' contractible in 
Gss • But 1T I (Gss ) is known to be r /r·, where r (resp. r*) 
are the unit lattices of Gss (resp. of G:;.) Thus exp 41Ttll' 
contractible means exactly (7.3). 

This is seen alternatively by notingl
•
7 that, according to 

the diagram (6.3), [P ]Elm i. exactly when Ad. [P] = 0, 
i.e., the transition function Ad h is contractible in 
(Aut G)o~Int G~G /Z(G). But the condition for this is 
just (7.4), since G /Z( G) has [~,~] for a Lie algebra. 

Equation (7.3) can be translated into numbers: let 
tl, ... ,tp be a Z-basis for z(n (assumed nonempty), then 
pep) = !,mjtj· On the other hand, there exist least positive 
integers such that M.itjEr (see Ref. 24). Thus (7.3) can 
hold only if, for eachj, mJMj is an integer, say nj • Conse­
quently, we have the following proposition. 

Proposition 7. 4: Gis implementable if and only if (7.4) is 
valid and 

mj = njMj (7.6) 

for suitable integers nj • The case K =l=G is similar but more 
complicated, cf. Ref. 7. 

Next, Proposition 4.4 and Theorem 6.3 imply the fol­
lowing theorem. 

Theorem 7.5: K C G is an internal symmetry group if and 
only if the loop hp (t) = exp 41Ttlllies in ZG (K). This hap­
pens iff 

Adkil = II, V keK. (7.7) 

In particular, G is an internal symmetry iff II lies in the 
center. The action is then unique. 

Indeed, the holonomy group of a monopole-bundle is 
generated by the non-Abelian charge II, (7.7) means exactly 
that KCZG(II), [A,<I>O] =0 is automatically satisfied, 
since stabilizes <1>0' Alternatively, the implementation de­
fined by a reduction (Q,H) is a symmetry iff (Q,H) contains 
the holonomy bundle y o. 

As an illustration, consider a GUT with residual group 
G = SOC 3). Such a situation arises, e.g., when G = SU (3) is 
broken by a Higgs 6 (see Refs. 20 and 37). Choose in SOC 3) 
the Cartan algebra-
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-a 
o 
o 
H aeR. (7.8) 

The non-Abelian charge vector can be gauge-rotated into 
Y. Then IT = (m/2) L 3, where m is an integer: 

1T1(SO(3») = Z2' [exp 21TmL3 ] = m (mod 2). 

Topologically nontrivial solutions arise therefore if m is odd. 
Denote by P the corresponding SO (3) -bundle. 

Now, G = SO (3) is not implementable on P: Equation 
(7.4) would, in fact, require m to be even. 

Consider now a U ( 1) subgroup K with minimal gener­
ator S, K = {exp 21Tst}, where S is conjugate to L 3, and 
hence 

1T1(SO(3»)3 [exp 21Tsnt] = [exp 21TnL3 ] 

= n (mod 2), 

ZSO(3) (K) = K, 

so the interesting part of diagram (6.3) becomes 
i,. 

---+ 1T 1 (K) ---+ 1T 1 (SO (3) )---+ 

II (7.9) 

Z Z2 
n ---+ n (mod 2) 

Theorems 7.1 and 7.5 tell us, therefore, that (i) K is imple­
mentable on P iff n is odd; (ii) for n = 2k + 1, Ker i. -::::=Z, 
there is a different implementation for each k, corresponding 
to the different reductions to K; and (iii) K is a symmetry iff 
IT and S are parallel, IT = (n/2) S for some integer n. 

Weare able to construct the bundles explicitly: Choose 
an integer n and consider the Hopf bundle Y n = S 3/Zn 

where S 3 is viewed as sitting in C 2. Then Y n is a two-sided 
U ( 1) bundle with actions 

and 

z: y ---+ z· y = (ZYl,zY2) 

z': Y ---+ Y • z' = (Y1z' ,yzZ') , 

Y-::::=(Yl,y2)eC 2
, 

z,z'eU(1). 

Now yn can be viewed alternatively as a two-sided principal 
K-bundle with k = exp 21Tsa acting as k . Y = (e21Tia

) Y and 
y. k =y (e21ria

) , respectively. 
The associated bundle P n = Y n X K SO (3), is a right 

principal SO ( 3 ) bundle; Y n is identified with 
ys = ({y,e}[yeyn) and so is a reduction of pn. 

The right action of K on yn was used to construct P (n). 
However, we still have a left action of K on yn, which ex­
tends to a left action of K on P n according to 

k {y,g} = {k· y,g} = {y,kg} = {y,g}. Adg-1k, (7.10) 

wherek = exp 21TSa. [This is the same as (2.4) since U(1) is 
commutative.] Hence, for p = {y,g}, Tp (k) = Ad g-lk, as 
it should. 

The transition function ofthe principal K-bundle ys is 
h(O) = exp Osn. Hence, 1T1(SO(3»)3 [pn] = n (mod 2): 
P n is the trivial bundle for n even and is isomorphic to P for n 
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odd. Our construction provides us, hence, with a rigid action 
of K on P for each odd integer n, as expected. These actions 
are obviously inequivalent. 

The action of K as constructed above is a symmetry for 
the monopole field A given by the non-Abelian charge vector 
IT iff ys contains the holonomy bundle, which happens iff 
II = (n/2)s. 
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The stochastic average of exponential expressions that depend at most quadratically upon a 
Gaussian random function is evaluated using a functional method. The average can be obtained 
formally for arbitrary forms of the correlation function. The result, however, depends upon a 
functional determinant and the inverse of a linear operator. Cases are discussed, in particular the 
Omstein-Uhlenbeck process, where the latter quantities can be evaluated explicitly. 

I. INTRODUCTION 

In many areas of physics one encounters problems 
where a physical quantity depends on a random function 
that is specified by a real or complex Gaussian stochastic 
process. 1 Often the result can be obtained in the form of an 
explicit functional of the random function. As a next step, 
then, the ensemble average over all possible realizations of 
the random function has to be carried out. It is this step that 
we deal with in the present paper, for the case that the func­
tional is essentially an exponential that depends at most qua­
dratically on the random function. This form arises, e.g., as a 
solution of the differential equation 

p(t) = (Ao(t) +1 (t)A 1 (t) 

+ f dt'I(t)A 2 (t,t')/(t'»)P(t), (1.1) 

where 1 (t) is the random function. It also occurs in certain 
situations as a solution of 

p(t) = (A(t) + 1(t)B(t) + 1*(t)Bt (t»)p(t), (1.2) 

when A (t),B(t), andBt (t) do not commute. Ourinterestin 
this problem is mainly motivated by applications in quan­
tum optics. One may think of the interaction of charged par­
ticles with chaotic laser fields, in particular multi photon ion­
ization induced by these fields, the laser bandwidth problem, 
the effects of pump field fluctuations on parametric pro­
cesses, or the interaction of a classical fluctuating current 
with a quantized radiation field, to name just a few examples. 

This paper contains few new results. Rather, we given a 
unified approach based on using functional methods2 that is 
able to generate all known results3

-
11 and some new ones. 

For a Gaussian process and functionals of the above-men­
tioned type, formally carrying out the ensemble average is 
almost trivial. This is done in Sec. II, and the result is valid 
for arbitrary correlation functions of the stochastic function, 
including, of course, white noise and the Omstein-Uhlen­
beck process. However, the general result depends upon a 
functional determinant as well as the inverse of an operator 
that is the solution of an integral equation. The actual deter­
mination of these two quantities constitutes the core of the 
problem. Except for the case where the function A2 (t,t ') in 

Eq. (1.1) factorizes, i.e.,A2 (t,t') = A2(t)A 2 (t '), this cannot 
be done in general anymore. In Sec. III we then restrict our­
selves to the Ornstein-Uhlenbeck process. In this case, for a 
fairly wide class off unctions A2 (t,t '), the just-mentioned in­
tegral equation can be converted into an inhomogeneous dif­
ferential equation with constant coefficients, whose solution 
is, in principle, straightforward, although imposing the ap­
propriate boundary conditions may be tedious. Following 
the spirit of most applications of the functional formalism, 
we do not attempt any mathematical rigor. However, in con­
trast to applications to relativistic quantum field theory, 
mathematical problems are much less severe here, since all 
integrals extend over a finite range. The connection between 
our approach and path integrals is close, and some results 
have been alternatively derived by following the latter 
route.9

•1l 

II. FORMULATION OF THE PROBLEM AND 
FUNCTIONAL SOLUTION 

We will consider both real and complex Gaussian pro­
cesses. The real process is characterized by a stochastic func­
tion 1 (x) whose average satisfies 

(/(x)/(x'» = A(x,x') = A(x',x), (2.1) 

{

O' for n odd, 

(/(XI)···/(xn » = L II A(xj,xj), forneven, 
U,j) 

(2.2) 

where the sum is over all different partitions of the n vari­
ables Xi> ••• ,xn into n/2 disjoint pairs. For the complex pro­
cess, 

(/(x)/*(x'» = A(x,x') = A*(x',x), 
(I (xd···1 (xn ) I*(x; )"'I*(x'",» 

n 

= 8mn L II A(xj,xp), 
P j=1 

(2.3 ) 

(2.4) 

and the sum is over all permutations P of the variables x;. 
The problem is then to evaluate the stochastic average (F) of 
a functional F[ I] or F[ J, f*] in the case of a real or com­
plex process, respectively, as defined by Eqs. (2.1)-(2.4). 
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Let us first consider the real process. Using the func­
tional shift operator we may write 

F[f] =exp(JdXf(x)-tJ-)F[g]!. (2.5) 
tJg(x) g~O 

The stochastic function f(x) is now exclusively and linearly 
contained in the exponent. The average is readily carried out 
with the help of 

(exp J dXf(X)h(X») 

=exp(~ J dXdX'h(X).:l(x,x')h(X'»), (2.6) 

which is valid for any (nonstochastic) function hex). From 
Eqs. (2.5) and (2.6) we have 

(F [f]) = exp (~ J dx dx' _tJ_ 
2 tJg(x) 

X.:l(x,x') _tJ_)F[g] I . (2.7) 
tJg(x') g~O 

The analogous formulas for the complex Gaussian process 
are 

F[f,f*]=expJdx(f(x)-tJ-+f*(X) tJ ) 
tJg(x) tJg*(x) 

XF [g,g*] Ig~g. ~o' (2.8) 

(exp J dx(j(x)h(x) + f*(x)h *(X»)) 

= exp J dx dx' h(x).:l(x,x')h *(x'), (2.9) 

and 

(F [f,f*» = exp(J dx dx' _tJ_.:l(x,x') tJ ) 
tJg(x) tJg*(x') 

(2.10) 

Whether or not Eqs. (2.7) and (2.10) are useful depends 
upon whether or not the functional derivatives can be evalu­
ated in compact form. 

In many applications, the functional F has the form 

F[f] = exp[f dra(r)f(r) 

+ ~ f drdr'f(r)B(r,r')f(r')] (2.11 ) 

or 

F [f,f*] = exp[ u f dr{a( r) f( r) + a*(r) f*( r») 

+ f drdr'f*(r)B(r,r')f(r')]. (2.12) 

In Eq. (2.11), B may be taken as symmetrical, i.e., 
B(r,r') =B(r',r). In Eq. (2.12), u denotes an arbitrary 
complex number. Besides being of interest in themselves, the 
functionals (2.11) and (2.12) can also serve as generating 
functions via functional differentiation with respect to a ( r) 
and a(r)*. 

We may now use the well-known formulas2 
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exp (~ ~ A ~) exp (~ gBg + hg) 
2 tJg tJg 2 

= exp! {gB(1-AB)-lg + h(1-AB)-lg 

+g(1-BA)-lh + h(1-AB)- IAh} 

Xexp{ -! Trlog(1-AB») (2.13 ) 

and (u is an arbitrary complex number) 

exp(~A~) exp(g*Bg + u(hg + h *g*») 
tJg tJg* 
= exp{g*B(1-AB)-lg + ~h(1-AB)-IAh * 

+uh(1-AB)-lg +og*(1-BA)-lh*} 

Xexp{ - Trlog(1-AB») (2.14) 

to evaluate the functional derivatives in Eqs. (2.8) and 
(2.10). In the preceding equation we introduced a short­
hand matrix notation that deserves some explanation. 
Lowercase symbols, such as g, h, or tJ/tJg, correspond to 
vectors and uppercase symbols to matrices. All products are 
matrix products, so that, e.g., 

tJ A tJ ltd d' tJ A(' tJ - - = r r -- r,r) , 
tJg tJg* 0 tJg(r) tJg*(r') 

g*Bg = f drdr' g*(r)B(r,r')g(r), 

gh= fdrg(r)h(r). 

All integrations are extended over the same interval, which 
is the one introduced in Eq. (2.11) or Eq. (2.12). Inverses 
have the obvious meaning and 1 in the expression 1 - AB 
indicates the unit matrix. We will also use the notation 
A (r,r') = (riA Ir') for any matrix A, so that, e.g., 

(rIB(1 - AB) -llr') 

= f dr" B(r,r")(r"I(1-AB)-llr'), 

(rlllr') =tJ(r-r'). 

Finally, 

Trlog(I-AB) = f dr(rllog(1-AB)lr) 

= log det(1 - AB). (2.15) 

Now, if the functional Fis given by Eq. (2.11) or (2.12), we 
obtain, respectively, 

or 

(F[f» = exp(!a(1- aB)-I.:la ) 

X exp( - !Tr 10g( 1 - aB») 

(F[f,f*» =exp{~a(1-aB)-I.:la*) 

xexp{ - Tr loge 1 - aB»). 

(2.16 ) 

(2.17) 

These results are valid for arbitrary a, B, and .:l. However, 
the inverse (1 - aB) -I and the Trlog(1 - aB) cannot, in 
general, be obtained explicitly. In Sec. III, we will evaluate 
these quantities for various cases of interest. 
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III. EXPLICIT SOLUTIONS FOR SPECIAL CASES 

In order to make progress beyond Eqs. (2.16) or (2.17) 
we will have to impose some conditions on the functions 
~ ( 1",1"') or B ( 1",""). The correlation function ~ refers to the 
stochastic process and B to the functional that is to be aver­
aged. In what follows we will consider the complex Gaussian 
process, i.e., Eq. (2.17). All results can immediately be re­
written to apply for the real process. 

We want to obtain explicit expressions for 

L=(1-~)-I~=~(1-B~)-1 (3.1) 

and Tr loge 1 - ~). The operator L is Hermitian if ~ andB 
are. With the help of the identity 

(1- ~)-I = 1 + ~(1- ~)-I, 

we can write down an integral equation for L, 

L=~+~L, (3.2) 

or explicitly 

L(1",1"') = ~(1",1"') + f dO'(1"I~ IO')L(O',1"'). (3.3) 

Most often, ifEq. (3.2) for given B can be solved for L, it can 
be solved as well when B is replaced by AB, where A is a real 
number. In this event 

L(A) = (l-A~)-I~ 

is known. We then have 

Tr log(l -~) = - Tr f dA L(A)B. (3.4) 

In particular cases it is often easier to calculate 
Tr log ( 1 -~) via its series expansion rather than to use 
the general equation (3.4). 

We will now consider various special cases. 
(A) B(1",1"')=Bob(1")b*(1"'): Here and in what follows, Bo 

denotes an arbitrary complex number, usually either the real 
or imaginary unit. In this case a simple series expansion suc­
ceeds. We may write 

B=Bolb)(bl, 

with 

(1"lb) =b(1"). 

Now 

L =~+Bo~lb)(bl~ 

+B~~lb )(b 1~lb )(b I~ + ... 

= ~ + B ~Ib ) 1 (b I~ 
o 1 -Bo(b 1~lb) 

or 

L(1",1"') 

= ~(1",1"') 

(3.5) 

(3.6) 

.r? dO' ~(1",O')b(O') S? do' b *(O")~(O",1"') 
+~ , 

1 - Bo S? dO' dO" b *(o')~(o',O')b(O') 

(3.7) 

and, analogously, 
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Trlog(1 -~) = log(l - Bo(b 1~lb». (3.8) 

Hence the final answer is 

(F [f,/*]) 

= (l-Bo(b 1~lb »-1 

xexp[rr (al~la) + B I (al~lb) 12 )]. 
o 1 - Bo(b 1~lb ) 

(3.9) 

The present case includes the situation where B( 1",1"') isjust 
a complex number independent of 1" and 1"', viz., 

B( 1",1"') = Bo, b( 1") = 1, 

in which case 

(b 1~lb) = f d1"d1"' M1",1"'), 

l(al~lb W = If d1"d1"' a*(1"')~(1",1"') 12. 

These results or special cases thereof have been obtained 
with the use of various methods by various authors.3

-
5 No­

tice that we did not have to specify the correlation function ~ 
yet. Obviously, analogous formulas apply when 
~(1",1"') = Dod ( 1")d * (1"') while B( 1",1"') is arbitrary. 

If both a( 1") and b( 1") are constant, i.e., a( 1") = a and 
b( 1") = b, we can rewrite Eq. (3.9) using the abbreviations 

X = f d1" / (1"), F = f d1" d1"' ~(1",1"') (3.10) 

as 

exp[O'(aX + a*X*) + Bohb *XX*] 

= (1 - Bohb *F) -1 ex rraa*F 
p I-Bohb*F 

J
OO -XX·IF 

= dXdX*.;...e_-
- 00 21TF 

Xexp[O'(aX + a*X*) + Bohb *XX*] . 

The last form of Eq. (3.11), in view of 

(XX*) =F, 

(3.11 ) 

(3.12) 

particularly emphasizes the Gaussian character of the pro­
cess. Equation (3.11) also constitutes a generating function 
for the moments «XX *) m ). 

(B) B(1", 1"' )=Bo~(1"-1"'): This case is alreadY much more 
complicated. In order to make progress we now have to spe­
cify the correlation function. We shall use the Ornstein-Uh­
lenbeck process, 

~(r',1") = (2rhc)e-IT-rllTc = ~(1"',1"), (3.13) 

which should cover all situations of interest if the Gaussian 
process is stationary. The quantity 1"c is a correlation time 
and r is proportional to the variance of the fluctuations. If 
1"c-+OO and r -+00 while r 11"c remains finite we recover the 
case (A) we were just considering. On the other hand, for 
1"c ---+O, we have 

~(1",1"') -+4r~(1"-1"'), (3.14) 

which describes white noise. 
The integral equation (3.3) now reads 
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L(r,r') = 6.<r,r') + Bo f du a(r,u)L(u,r') (3.15 ) 

and L is symmetric with respect to its arguments. Noting 
that 

( 
az 1 ) A(') 4r £ , -- - - ~ r,r = - -u(r-r), 

ar z rZ r2 c c 

( 3.16) 

we convert Eq. (3.15) into the differential equation 

-- - - L(r,r') ( 
a2 1 ) 
ar2 r~ 

4r £( ') 4rBo , = - -2 U r- r - --2- L (r,r). 
rc rc 

(3.17) 

The most general solution that is compatible with the 
symmetry L( r,r') = L( r',r) is 

L(r,r') = (2rr/r~)e-IT-1"'I/Tc 

+ a sinh ( r17)sinh( r'17) 

+ P cosh(rlr)cosh(r17) + r sinh(r + r')lr). 

(3.18 ) 

Here 

r= (1-4rBo)-1/2rc ' (3.19) 

and the contants a, p, and r will depend on t. The awkward 
part comes with the determination of these constants. To 
this end, in Ref. 6 boundary conditions were derived for 
L(r,r') by specifying L(t,t), L(O,O), and L(t,O). A more 
straightforward approach consists in just inserting the gen­
eral solution (3.18) of the inhomogeneous differential equa­
tion (3.17) into the integral equation (3.15). We will not go 
into any further details since the solution is given in Ref. 6. 
More or less special cases differing by the form of the term 
proportional to f ( r) can be found in the literature. 7

-
1O Ac­

tually, Ref. 10 investigates the case where 

B(r,r') = o(r - r')(aO(r - to) + bO(to - r») (3.20) 

and a(r) = const. Here O(x) denotes the Heaviside step 
function, viz., O(x) = 1 if x> 0 and O(x) = 0 if x < O. 

(C) B(r,r')=BoO(r-r'): We can apply essentially the 
same method as in the previous case. It is worth mentioning 
thatthecaseB(r,r') = BoE(r - r'), whereE(x) = 1 ifx>O 
and E(X) = - 1 if x < 0, is almost identical with the one we 
are presently considering. We again assume the process to be 
governed by the correlation function (3.13). As in case (B) 
we convert the integral equation (3.3) into a differential 
equation by applying the differential operator a 21 
ar 2 - rc- 2. With the help ofEq. (3.16) we obtain 

(!22 - r
1
;)L(r,r') 

4r £( ') 4rBo [d ' = - -2 U r-r - --2- uL(u,r). 
rc rc 0 

(3.21 ) 

A further differentiation with respect to r yields the third­
order differential equation 

(
a 3 1 a 4rBo)L -' 4r, , ar 3 - -2 ar + --2- (r,'/) = - -2 ° (r - r ). 

rc rc rc 
(3.22) 
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The general solution can be obtained by standard methods 
and depends on the three roots of the cubic equation 

liJ3+liJ/r~ -4;rBoIr~ =0. (3.23) 

In the present case, L ( r, r') is lacking any obvious symmetry 
properties. Hence the general solution of Eq. (3.22) as a 
function of rand r' involves nine arbitrary constants that 
may be determined via the integral equation (3.3). We cut 
the discussion off at this point, since this case has been solved 
by a different approach. II 

Mainly for curiosity, we will mention a few more cases 
that allow for an analytic solution. Since we are not aware of 
any physical application we will not work out the solutions 
in any detail. 

(D) B(r,r')=Bo/r-r/: Again, by applying a 21 
ar - r c-

2 to Eq. (3.3) and differentiating two more times 
we obtain the fourth-order equation 

(a4 
1 a2 

8rBo)L(') 4r £" , -a 4 - -2 -a 2 + --z- r,r = - -2 U (r - r ), 
t rc r rc rc 

which leads to the characteristic frequencies 

liJz = - (1I2r ~) (1 ± ~1 - 32rBor;). 

(3.24) 

(3.25) 

Obtaining a particular integral of Eq. (3.24) is straightfor­
ward. We will not write down a solution, though, since its 
explicit shape depends crucially upon whether 1 - 32r Bor ~ 
is positive, negative, or complex. The general solution ofEq. 
(3.24) as a function of rand r' contains 16 constants. Be­
cause of the symmetry of B ( r, r'), L ( r, r') will be symmetric 
so that ten independent constants need to be determined. 

(E) B(r,r')=Boo'(r-r'): This leads essentially back to 
case (B) since it yields the second-order equation 

( 
a2 4rBo a 1 ) , 4r , -- + ---- - - L(r,r) = - -o(r- r), 

ar2 r2 ar r2 r2 c c c 
(3.26) 

with 

liJ = (1/r ~)( - 2irBo ± ~4r2B~ - r ~). (3.27) 

Due to lack of symmetry, four constants have to be specified. 
Obviously, whenever B(r,r') is proportional to a deri­

vative of a delta function we can proceed similarly. 
(F) B(r,r')=Boo" (r-r'): This is equivalent to case (B) 

if in the latter the replacement 

r~_r; +4rBo (3.28) 

is made. 
Finally, we mention another class of possible solutions. 

After applying a 2/ar 2 - r; to Eq. (3.3) we obtain in gen­
eral 

(~22 - r\)L(r,r') 

= _ 4~ o(r-r') _ 4~ fdUB(r,U)L(U,r')' 
rc rc 

(3.29) 

Whenever B(r,r') satisfies a linear homogeneous differen­
tial equation with constant coefficients, 
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D(r)B(r,r') = 0, (3.30) 

say, Eq. (3.29) can be converted into 

(~ _ _ 1_)D(r)L(r,r') = _ 4rD( -r') t5(r-r'), 
ar2 r~ r~ 

which may be considered either as a second-order equation 
for D( r)L( r,r'), which then would have to be further inte­
grated in order to obtain L ( r, r'), or as a higher-order equa­
tion directly for L. 
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Statistical filter theory and the O'Doherty-Anstey effect: Dependence on 
offset 
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This paper considers the effects of multiples, generated at plane bed interfaces, on the 
characteristics of a mean seismic wave propagating at an angle to the bedding plane. It is found 
that(a) the multiples produce frequency- and angle-dependent phase shifts to the coherent wave 
as well as providing an effective attenuation, which is also frequency and angle dependent; (b) a 
slim angular pencil of monochromatic waves rapidly loses information about its original angular 
width due to the multiples as the pencil propagates; (c) a seismic pulse, initially traveling at a 
fixed angle, has both its envelope amplitude and its phase distorted by multiples, and after a short 
distance of transmission into the medium, the wave shape is nearly completely determined by the 
generated multiples and is only slightly beholden to the initial pulse shape; (d) the phase and 
group directions of the mean seismic wave are different than the incident wave's direction and are 
canted closer to the horizontal with the group direction being the most highly canted; and (e) 
lateral spreading information of the mean seismic wave is contained in the cross-correlated 
response of separated geophones and, in principle, can be extracted from cross-correlated 
measurements. How the generic response depends on the power spectrum of the reflectivity 
sequence is illustrated by comparing and contrasting results for a transitional sedimentation 
pattern with those from a cyclic sedimentation pattern; the former produces both a frequency­
dependent time delay and attenuation while the latter produces a pure time delay except in the 
local vicinity of isolated, but periodic frequencies. Numerical estimates, using parameters 
believed representative of typical seismic conditions, indicate that all of the effects uncovered are 
large--in the sense that they fall squarely in the regime where they can be expected to have a 
significant impact both on the subsurface evolution of seismic waves and on interpretations of 
subsurface conditions made using surface-received signals. 

I. INTRODUCTION 

In modeling seismic waveforms and spectra it is usually 
assumed that the dominant loss mechanism is linear anelas­
tic absorption. There are numerous phenomena, however, 
that indicate that scattering both contributes to attenuation 
and affects the estimation of seismic attenuation. Short peri­
od seismic P waves from relatively simple sources of short 
time duration, such as nuclear explosions, have prolonged, 
complex waveforms and show rapid variations of waveform 
and amplitude with respect to small changes in the locations 
of sensors. 1 These apparently random variations in the ob­
served P wave characteristics have long been regarded as the 
results of propagation in random media, with scale lengths of 
the heterogeneities on the order of 10 to 50 km.2-4 It was 
found2

,3 that the assumptions made by Chernov5 to make the 
problem of waves in a random medium mathematically trac­
table are not valid at frequencies above 1 Hz. The amount of 
scattering is such that perturbation techniques based on 
weak scattering approximations, such as the first-order Born 
and Rytov approximations, are invalid at short periods. This 
can be readily verified by examining the "beam loss" across 
any large short period array. Recently Powell and Meltzer6 

reached similar conclusions for the SCARLET array in 
Southern California where they concluded that multiple 
scattering must be taking place near 1 Hz. In contrast to the 
theory of ChernoyS modem mUltiple scattering techniques 

such as mean field theory and the augmented parabolic ap­
proximation are not limited to the weak-scattering limit and 
may be applied to the modeling of multiple scattering of 
waves above 1 Hz. 

The problem of attenuation of the seismic wave by he­
terogeneity has recently been addressed by many auth­
ors.7

-
16 They have each addressed several aspects of the 

problem and derived scalar or elastic solutions for plane or 
spherical waves in randomly perturbed whole spaces. For 
the most part, these efforts can be separated into ka<l, 
ka> 1, where k is the wave number and a is the characteristic 
dimension of the scatterers, or these efforts make the as­
sumption of a heterogeneity scale-length spectrum to calcu­
late a scattering Q( f). 

It has been recognized for some time that the Earth con­
tains a spectrum of heterogeneity scale lengths and that 
waves are affected quite differently by scattering from the 
two extremes ka> 1 and ka < 1. It is also recognized that the 
most important scattering scale lengths are those for which 
ka is approximately unity. Following the analytic tradition 
of Chernov5 and Tatarski,17 the spatial autocorrelation of 
the refractive index fluctuations often has been assumed to 
be of an analytic form such as a Gaussian, an exponential, or 
a von Karman distribution. In the scalar wave case, the he­
terogeneity is often described by the autocorrelation N(r) of 
the velocity fluctuation V(r), N(r) = (V(r l ) V(r2 »· The 
Earth obviously possesses a more complicated form of the 
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heterogeneity spectrum and the use of finite difference calcu­
lations allows the investigation of these more complicated 
distributions of heterogeneity scale length. 

The results of scalar theory, where the refractive index is 
the only variable, generally predict that for ka> 1, the effects 
are essentially "forward scattering," where the amplitude 
fluctuations increase with propagation distance and the re­
sults may be considered a form of focusing-defocusing with 
diffraction. In the range of ka> 1, the averaged, or mean, 
seismic field attenuates and the mean field attenuation is 
seen as "beam loss." The spatial attenuation parameter for 
the mean field is usually found to be proportional to v2k 2a, 
for ka> 1, where v is the rms variation of the refractive in­
dex. ls The mean field then attenuates like exp( - v2kakz), 
where z is the distance propagated. The seismic field as re­
corded on an individual seismometer attenuates less drasti­
cally. References 12 and 16 each have predicted the attenu­
ation of the seismic field as measured by a single seismometer 
as exp( - Cv2 (ka)Ykz), where C and r vary according to the 
heterogeneity autocorrelation function, for example, 
C = Tr1/2, r = - 1 for a Gaussian. Menke l9 points out that 
the high-frequency asymptotic form of the attenuation pa­
rameter Q due to the scattering from a distribution of scat­
terers simply reflects the second moments and derivatives of 
the autocorrelation functionN(r) at r = O. Consequently in 
the real Earth the high-frequency limit may vary significant­
ly depending on the irregularity of the medium. 

In the range of ka<l, "backscattering" occurs for the 
scalar wave. It has been shown2~22 that for an elastic vector 
wave in a random solid, the scattered field is not confined to 
a narrow backward-directed angle, but that the radiation 
pattern is much more complicated and more isotropic. In the 
region of ka< 1, often referred to as Rayleigh scattering, the 
direct wave attenuates with a spatial attenuation proportion­
al to exp( - Cv2(ka)3kz). WulS predicts C = Tr1/2/4 for a 
Gaussian autocorrelation function and scalar waves. 

Most solutions obtained are strictly valid only for the 
scalar problem. Hudson and Heritage20 and Hudson23 have 
argued that even the simplest scattering due to velocity and 
density variations in a solid medium will produce scattering 
of vector waves significantly different from that of scalar 
wave scattering. These differences include the radiation pat­
tern of a scattered vector wave compared to a scalar wave as 
well as the conversion between vector waves (~). Fur­
thermore, the influences of even the simplest deterministic 
structures, such as layers or gradients, make the solutions 
quite difficult. Even the most recent worksIS

•
24-26 do not ad­

dress the problems of non-normally incident elastic waves in 
a vertically inhomogeneous structure with a horizontal ran­
dom component. Numerical finite difference methods27 per­
mit the investigation of the exact problem with fairly arbi­
trary wavelengths and contrasts in elastic media where the 
two seismic velocities and the density may vary indepen­
dently but the general trend of an effect is often difficult to 
discern through the details of the numerical calculation.28-3o 

Richards and Menke31 and Menke32 have also investigated, 
in a one-dimensional simulation, the effects of structural 
randomness of the media on P waveforms and the associated 
apparent attenuation. They point out that the scattering dis-

997 J. Math. Phys .• Vol. 27. No.4. April 1986 

persion associated with random heterogeneities in high Q 
random media is not likely to have much effect on the spec­
tral attenuation estimates since the slightly delayed high fre­
quencies are still within the data window. It may, however, 
have a profound effect on time domain attenuation estimates 
from the waveforms ofthe first cycles in P (but see Ref. 33 
for a quantitative analytic approach to this problem). The 
results of Menke32 are limited to ka < 1 because of the Has­
kell-Thompson layer matrix methods used to compute the 
response of a random stack. For the randomly layered mod­
el, Menke34 predicts an attenuation parameter 
Q -I = ! v ka, for ka < 1. This work was limited to one-di­
mensional inhomogeneity. Generalization to a two-dimen­
sional elastic medium must allow for the extra degrees of 
freedom and, presumably, mode coupling between P and S 
waves must also be included eventually. Consequently, the 
scattering attenuation is likely to be most important around 
1O- I SkaS 10. 

Elsewhere33.35.36 we have examined the effect of multi­
ples from many thin beds on the frequency-dependent trans­
mission properties of the coherent component of a seismic 
signal. We showed that as well as the effective attenuation 
reported by O'Doherty and Anstey37 and confirmed by 
Schoenburger and Levin,2s-30 a frequency-dependent phase 
factor also exists as reported,3s and we tied both of the effects 
to the power spectrum of the reflectivity sequence through a 
statistical filter theory based on mean field renormalization. 
The results of the basic theoretical picture developed were in 
accord, both in magnitude of the frequency-dependent phase 
and attenuation and in detailed shape, with the transmission 
results of synthetic seismogram calculations (but see Refs. 
35 and 36 for a detailed appreciation of this point). 

However, both the theoretical development and the nu­
merical results from the synthetic seismogram calculations 
treated with a rigorously one-dimensional situation in which 
a plane wave was normally incident on a series of plane par­
allel beds. But, in reality, seismic information (travel time, 
amplitude, and phase) is collected as a function of offset 
from the source position as well as a function of frequency. 
Thus it is important to find out what effect multiples have on 
an otherwise coherent seismic signal when the wave is non­
normally incident upon a series of beds. In particular the 
multiple effects on the dependence of amplitude with offset 
would seem to be of considerable interest. 

To explore simply some of the more basic effects that 
occur, in this paper we first consider the statistical filtering 
produced by multiples on a plane wave non-normally inci­
dent on a series of plane parallel beds. The theoretical devel­
opment in Sec. II of the paper obtains the appropriate disper­
sion relation and relates it to the power spectrum of the 
reflectivity sequence. In Sec. III we investigate solutions to 
the dispersion relation for particular functional forms ofthe 
reflectivity power spectrum that model sedimentary deposi­
tion patterns, and we also develop the corresponding results 
for a point source of seismic power and demonstrate how the 
coherent signal is modified as a function of offset by mUltiple 
reflections from the many thin beds. Section V presents our 
conclusions and suggestions for further research into the ba­
sic problem of multiple shaping of waveforms. 
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To set the stage for the remainder of the paper, we pres­
ent some rough numerical values for relevant parameters. 
Sound speeds in different lithologic formations vary from 
around 6000-7000 ft/sec near the sedimentary depositional 
surface to around 12 000-20 000 ft as sediment depth in­
creases. A typical change in sound speed across the bound­
ary between sedimentary beds of equal density might corre­
spond to a reflection coefficient (for a normally incident 
plane wave) of about 10% [i.e., ( V2 - VI) / 
( V2 + VI) zO.I]. The sedimentary density, by and large, 
varies less rapidly with increasing depth than does the sedi­
mentary sound speed, being about 1.6-1.9 gcm-3 at deposi­
tion and increasing to about 2.6-2.7 gcm- 3 for fully com­
pacted sediments. 

The length L of correlated bedding plane information 
has been measured28-30,37,38 in terms of travel time of waves 
across beds. The corresponding decorrelation frequency / is 
around 25-50 Hz, which, for an average sound speed of say, 
10 000 ft/sec, corresponds to a spatial length, L (==! V I 
(217'/) )z40-80 ft. 

II. CONSTRUCTION OF THE DISPERSION RELATION 

Consider a medium in which both the density P and 
propagation velocity V vary only with depth Z. The particle 
displacement S varies with time according to Newton's Law 

a2s 
P at 2 = - Vp , (1) 

where p is the driving pressure. For an elastic equation of 
state in which the pressure and the displacement are con-

offset 
) 

recei.vers 

/~ J \.-........ 

shot 
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nected by a Hooke's Law of the form 

p = -pV2V·s, (2) 

we can eliminate S between Eqs. (1) and (2) to obtain a 
wave equation for the pressure: 

pV. (p-IVp) - V-2 a
2
p = O. (3) 

at 2 

Fourier transforming the pressure in Eq. (3) with re­
spect to time [with dependence exp( - jwt)] yields 

V2 w
2 

d In p ap _ 0 ( 4 ) 
p+ V(Z)2 P - dZ az - , 

where use has been made explicitly of the assumption that 
the density is a function only of depth Z. 

In order to illustrate simply the basic influence of multi­
ples from many thin beds on an otherwise coherent seismic 
wave, we treat here the situation in which both the velocity V 
and density p are, on the average, constants independent of 
depth with small amplitude fluctuations around the con­
stant values (see Fig. 1). 

Thus we write 

V=Vo+6V(Z) and p=Po+6p(Z) , (5) 

where Vo and Po are constants. To quadratic order in the 
fluctuations of 6p and 6 V, we can write Eq. (4) in the form 

V2p+_ 1-2-+-- p w
2 

( 6V (6V)2) 
V~ Vo V~ 

_ ap .1.. a6p (1 _ 6p ) = O. (6) 
az Po dZ Po 

FIG. 1. Schematic illustration of the 
geometrical situation being envisioned 
in the paper. The ray associated with the 
primary wave is that which would occur 
without bedding plane multiples. A few 
rays associated with multiple reflection 
waves are also shown to illustrate their 
effect in corrupting the otherwise pris­
tine nature of the primary. 
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Now the Z-dependent fluctuations in velocity and den­
sity generate mUltiples that vary with depth and that impact 
on what would otherwise have been a completely coherent 
seismic wave propagating through an homogeneous medi­
um. If the fluctuations in velocity and density occur on a 
spatial scale small compared to a seismic wavelength, the 
standard techniques39

,40 of mean field renormalization are 
particularly appropriate tools to use in unraveling the effect 
of the multiples on the coherent component of the seismic 
wave. 

The way to reduce the wave equation (6) to a form 
suitable for investigation of a dispersion relation associated 
with propagation of the coherent component of the seismic 
wave is as follows. 

First split the pressure field p into a coherent plus an 
incoherent part 

p= (p) +op, with (op) =0, (7) 

where angular brackets ( ) denote a statistical averaging 
procedure, i.e., (p) is statistically sharp and so represents 
the coherent component of p. 

Then to quadratic order in fluctuating quantities, the 
coherent component of Eq. (6) is 

V2(p) +~ [1 + «OV)2)] (p) _ 2m
2 

(oVop) 
V~ V~ V~ 

+ a ( p) ..!.. (op dOP) _ (aop ..!.. dop ) = 0 . (8) 
az p~ dZ az Po dZ 

Subtraction of the coherent equation (8) from Eq. (16) 
leads to the equation describing the evolution of the fluctuat­
ing pressure component correct to quadratic order in fluctu­
ating quantities: 

V28 +~8 _ 2m
2

8v ( ) _..!.. d8p d(p) 
IjJ V~ IjJ V~ P Po dZ dZ 

2 

=~ [(8v2 - (8V2»(p)] 
V~ 

2m2 

+ - [8V8p - (8V8p)] 
V~ 

+ [a8p ..!.. d8p _ (a8p ..!.. d8p )] . (9) 
az Po dZ az Po dZ 

Now the right-hand side ofEq. (9) contains quadratic 
products of fluctuating quantities while the left-hand side 
contains only linear fluctuating quantities. The essence of 
the mean field renormalization technique is then to declare 
that the right-hand side of Eq. (9) is ignorable on two 
counts: first, since the random quadratic products on the 
right-hand side of Eq. (9) will rapidly become phase inco­
herent with respect to the linear random terms on the left­
hand side of Eq. (9) and, second, because in the coherent 
mean field equation (8) we see by inspection that the fluctu­
ating pressure component is always multiplied by a second 
randomly fluctuating quantity prior to statistical averaging. 
If, therefore, terms on the right-hand side of Eq. (9) were 
retained, they would give rise to terms in Eq. (8) corre­
sponding to triple products of randomly fluctuating factors. 
But our initial premise was that we could treat with the full 
wave equation to quadratic order in fluctuating quantities. 
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Hence as far as the mean field equation (8) is concerned, 
neglecting the right-hand side ofEq. (9) is a fully self-consis­
tent procedure.39,40 With this neglection procedure, we can 
then write Eq. (9) in the form 

V28 +~8 = 2m
2 

8V( ) +..!.. d8p d(p). (10) 
IjJ V~ IjJ V~ P Po dZ dZ 

Standard methods41 enable us to write the solution to 
Eq. (to) in the form 

8P=_I_f"" d3kf"" exp[ik·(x-x')] 
(217')3 _"" _"" k~-k2 

X{2k~ 8V~') (p(x'» 

+..!..d8p(Z') a(p(x'»}d 3x' (11) 
Po dZ' az' , 

where ko = (J)/Vo' 
Use of Eq. (11) enables us to write the mean field equa­

tion (8) in the form 

V2(P)+k~[I+ (8~2)](p)+po_2a~:) (8p(Z) ~:) 

--I-f"" d3kf"" d 3x' exp[ik· (x-x')] 
(217')3 _ "" _ "" q _ k 2 

X{4k 4 ( (x'» (8V(Z)8V(Z'») 
o p V 2 

o 

+ik -2 a(p(x'» (d8p (Z) d8p (Z'»)} =0 
zpo az' dZ dZ' , 

(12) 
where, in the interests of mathematical simplicity and ease of 
pedagogical exposition, we have assumed that the fluctu­
ations in seismic velocity are completely uncorrelated from 

A 

the fluctuations in density, and where kz = (k' Z). 
We note by inspection that Eq. (12) is a linear homo­

geneous equation in the coherent component of the pressure 
field. Hence the normal modes of propagation of the mean 
pressure are controlled by a dispersion relation derivable 
from Eq. (12). Our immediate task is to obtain the disper­
sion relation. 

To this end we follow conventional wisdom and take the 
fluctuations in velocity and density to be homogeneously 
correlated spatially so that we can write 

(8V(Z~;(Z'»)=Rvv(Z_Z')' (13a) 

(8P(Z~{(Z'») = Rpp(Z -Z'), (13b) 

with Rvv ( - Z) = Rvv (Z) and Rpp ( - Z) = Rpp (Z). 
Equation (12) then can be cast in the form 

V2(p) +k~[1 +Rvv(O)](p) 

--I-I"" d 3kfd 3x' exp[ik· (x-x')] 
(217')3 -co k~-k2 

X {4k~(p(X'»Rvv(Z-Z') 
_ ik a (p(x'» a 2 } 

z az' az'2 Rpp(Z - Z') = 0, 
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where use has been made of the symmetry with respect to 
± Z of Rpp (Z) in order to eliminate the term 
(8p(Z)d8p(Z)/dZ) . 

In terms of the Fourier representations 

(p(x» = f: "" d 3K p(K)exp(iK· xl , (15a) 

Rvv (Z) = f: "" dK Rvv (K)expUKZ) , (15b) 

where Rvv ( - K) = Rvv (K) and Rpp ( - K) = Rpp (K) are 
intrinsically positive definite in order to satisfy Cramer's 
theorem42 that the spectral density of an autocorrelation 
function must be positive definite in order that it represents a 
real physical correlation,43 we can write Eq. (14) in the form 

f:"" d3KP(K)elK'''{k~[1 + Rvv(O)] _K2 

-f"" dK[4k~Rvv(K) -Kz~(Kz +K)Rpp(K)]} 

-"" [k~ _K2_~-2KKz] 

=0, (16) 
"'-

where K z = (K • Z) and Rvv (0) = 2fo Rvv (K) dK.. 
But Eq. (16) must be valid for all values ofx. The only 

way this is possible is if the integrand is identically zero. 
Since by definition p(K):;fO for all K, it follows that K must 
satisfy a dispersion relation given by 

K2 = k~ [1 + Rvv(O)] 

-f"" dK[4k~Rvv(K) -Kz~(Kz +K)Rpp(K)] 

_ '" [k ~ - K 2 - ~ - lKKz ] 

(17) 

which is the relation sought for modes of the mean field. 
Using the fact that Rvv (K) and Rpp (K) are even under the 
interchange K-+ - K, in place of Eq. (17) we can write 

2 2 i"" dK[4k~Rvv(K)(k~ _K2_~) -~Rpp(K)K~(k~ _K2+~)] 
K = k [1 + R (0)] - 2 

o vv 0 [(k~_K2_~)2_~K~] 
(18) 

Bearing in mind that (a) the modes of the mean pressure field vary as exp(iK· x) and (b) the fluctuations in velocity and 
density vary only with the depth Z, it follows that we can write exp UK· x) = expUKz Z) X exp[iKl • Xl], where Xl 
= (x,y,O). Regarding the dispersion relation (18) as an equation determining the complex values of K z in terms of real 

values for Kl and w, we then can write 

To quadratic order in fluctuating quantities (first order in 
the power spectra), we can write Eq. (19) in the form 

K~ =k~[1 + Rvv (0)] -K~ 

i "" dK[4k~Rvv(K) +~(k~ -K~)Rpp(K)] 
+2 _~ 2 2 

o [~ - 4(k ° - K 1)] 
(20) 

The behavior of K z with frequency (ko) clearly depends on 
the magnitude of the transverse wave number Kl relative to 
ko, for depending on whether Kl is less than or greater than 
ko determines whether the poles in the denominator of the 
integrand ofEq. (20) lie on the real or imaginary axes, re­
spectively. 

Consider each case in turn. 
(a) Subcritical waves (Kl < ko): In this case we set 

Kl = ko sin 0 so that as 0-+0 we are dealing with a wave that 
is incident normally on the layered medium. 

With K z = ko cos O( 1 + F), so that the propagation 
mode can be written exp{i(w/Vo) [Z cos O( 1 + F) + y 
X sin 0 - Vot n, we can cast Eq. (20) in the form 
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+ x 2 cos4 ORpp (ko cos Ox)] . 

For I F 1<1 Eq. (21) has the approximate solution 

1 i"" dx F = - Rvv (0)sec2 0 + ko sec3 OP -2--
2 ° (x - 4) 

X [4Rvv (ko cos Ox) + x 2 cos4 ORpp (ko cos Ox)] 

+ i1rko sec3 0 [4Rvv (2ko cos 0) 

+ cos4 0 Rpp (2ko cos 0)] . 

(21) 

(22) 

For later reference we note that to 0(0 2
) from Eq. (22) we 

can write F cos 0 in the form 

(23) 
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with 

1 roo dx 
Fo = 2" Rvv (0) + ko P Jo -(x"""'2:---4-) 

X [4Rvv (xko) + x2Rpp (xko)] 

+ i1rko[ 4Rvv (2ko) + 4Rpp (2ko)] , (24a) 

1 i oo 
dx FI =-Rvv(O) +koP -2=---

4 0 (x - 4) 

x [4Rvv (xko) - x2 Rpp (xko) 

_ 2x aRvv (xko) _ x3 aRpp (xko) ] 
ax 2 ax 

+ ~ i1rko [4Rvv (2ko) - 4Rpp (2ko) 

a aRpp (2ko)] 
- 2ko-Rvv(2ko) - 2ko , (24b) 

ako ako 
so that to 0(0 2) the normal modes of the mean field take the 
form 

{
. iw 

exp - lWt + -
Vo 

X [Z(1 +Fo) +YO+02Z( - ~ +FI)]}' (25) 

Let us leave aside these mathematical results for the mo-
ment and consider the second case. 

which has a double pole at K = Kz . Evaluation ofEq. (28) is 
quite tricky since it requires specific, and detailed, knowl­
edge of the functional forms of the power spectraRvv (K) and 
Rpp (K) due to the highly singular nature of expression (28) 
coupled with the fact that in the absence of fluctuations K z 
would be precisely zero in this case. 

Since only the normal modes that are subcritical 
(K1 < ko) have a propagating behavior with increasing 
depth in the absence of fluctuations [Le., they have a factor 
oftheformexp(iKz Z) withKz real and positive] and since 
further the supercritical waves decay exponentially with in­
creasing depth, we concentrate our attention in this paper on 
the evolution of subcritical waves and modifications to their 
propagation characteristics brought about by the fluctu­
ations in velocity and density. 

Our derivation pertains to the mean field and not neces­
sarily to any single measurement. But what is the mean field? 
Statistical theory would say it is the average of data recorded 
through different stratigraphic sections from the same en­
semble. Such an average could be achieved by summing 
along a horizontal profile such that the section changed in 
detail but kept the same impedance spectrum. More feasible 
might be to sum in a vertical profile. In either case, the quan-
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(b) Supercritical waves (K1 > leo): Here we set Kl 
= ko cosh 0 so that as 0-00 we are dealing with a wave that 

is propagating parallel to the beds of the layered medium. 
With Kz = iko sinh O( 1 + F), so that the normal modes 
can be written exp{(iw/Vo)[iZ sinh 0(1 + F) 
+ Y cosh 0 - Vot n, we can cast Eq. (20) in the form 

(1 + F)2 = 1 - Rvv (0) csch2 0 

100 dx 
- 2ko csch3 0 -2--

o (x + 4) 

X [4Rvv (koX sinh 0) 

- x2 sinh4 ORpp (koX sinh 0)] . (26) 

For I FI<I, Eq. (26) has the approximate solution 

F = -! Rvv (O)csch2 0 

_ k csch3 0 roo dx 
o Jo (x2 + 4) 

X [4Rvv (koX sinh 0) - x2 sinh4 0 Rpp (ko x sinh 0)] , 

(27) 

which is manifestly real so that normal modes that are be­
yond critical (defined as Kl > ko) decay spatially with in­
creasing depth Z. 

(c) Critical waves (K1 =Ieo): Some care has to be exer­
cised for waves that are just critical (K1 = ko) for then ex­
amination of the more rigorous expression (19) yields 

(28) 

tity summed is the recorded composite waveform referenced 
to the primary arrival time. 

We can also give an operational interpretation of the 
statistical fluctuations about the mean field. Equation (A4) 
of Ref. 35 gives the pressure fluctuations 6p in one dimension 
generated as the mean field encounters reflectors. For a 
downgoing wave the spatial dependence is 

(p(T'» = (p(n)exp[iw(1 +F)(T- T')] 

in terms of travel time T. Substituting this expression into 
Eq. (A4) gives 

6p(n = l.JT dT' a6p,(T') 
(p(n) 2 -00 aT' 

+1. roo dT' a6p,(T') exp[i2w(T- T')] 
2 JT aT' , 

where we have neglected F compared to unity. The first 
term vanishes, since it is just the average fluctuation in im­
pedance. This shows that to first order 6p represents reflec­
tions generated deeper than the detector. (If an upcoming 
mean wave had been chosen instead of a downgoing wave 
then the fluctuations 6p would represent reflections from 
above.) 
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Intuitively, the neglect of {jp is appropriate for measure­
ments made outside the multiple-generating medium. How­
ever, an in situ detector such as a VSP (vertical seismic pro­
file) station measures the total field p = (p) + {jp, not just 
the mean field (p). In Ref. 47 simulated measurements of 
attenuation in a VSP profile are presented. They show that 
estimates of attenuation consist of three components: dissi­
pation, stratigraphic attenuation, and local interference. 
Our analysis predicts that the stratigraphic component is 
quantitatively described by the O'Doherty-Anstey formula, 
while the local interference could be eliminated by using Eq. 
(10) to subtract {jp. 

III. SUBCRITICAL WAVES AND SEDIMENTATION 
PATTERNS 

Three aspects of the normal modes of the mean field are 
of major importance in assessing the coherent response of a 
seismic wave to the multiples produced by a layered medi­
um. First, we must bear in mind that real seismic signals are 
not single plane waves propagating at a fixed angle to the 
bedding plane; rather they are more closely modeled as an 
angular pencil of waves emanating from an explosive source. 
We need to investigate how the generic transmission re­
sponse of a coherent wave is modified by angular superposi­
tion of many such waves. 

Second, we note that an input seismic signal is made up 
of many frequencies, not just one, and that the response of a 
geophone detector is over a band of frequencies. We need to 
investigate in general how the pristine response of a single 
normal mode is modified by such bandwidth effects. As we 
shall see, a consequence of these two aspects entails a discus­
sion of the correlated behavior of the coherent component of 
the seismic wave in directions parallel and perpendicular to 
the bedding plane. Third, armed with the results of these two 
aspects of the normal mode behavior of the mean field, we 
then can see how various types of sedimentation pattern 
change the specific and detailed structure of the response. 
Perhaps two good contrasting illustrations of the type of be­
haviors possible are derived from sedimentation patterns 
which O'Doherty and Anstey37 have labeled transitional 
and cyclic, respectively. We shall have more to say on these 
behaviors later in this section of the paper. 

We consider each aspect in turn. 

A. Angular effects 

To illustrate the effects of an angular pencil of waves on 
the transmission properties of the coherent component of a 
seismic signal, we consider a slim Gaussian pencil of pres­
sure waves, of angular half width t:.O, centered on an initial 
angle (Jo, emanating from the point y = 0 = Z. The frequen­
cy-dependent coherent pressure response at position ( y, Z) 
is then given by 

- Po foc dO ex [_ (0 - ( 0 )2 
p(w,y, Z) - rrI/2t:.O _ oc p (t:.O) 2 

+ i ..!!!....- (1 + F( O,w ) lcos oz + i..!!!....- sin (Jy] , 
Vo Vo 

(29) 
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with F given by the solution to the dispersion equation (22). 
Here Po is the magnitude of the pressure pulse at angular 
frequency w, (l/rrI/2t:.O)exp[ - «(J - Oo)2/(t:.(J)2] mea­
sures the amplitUde of each component of the pressure wave 
and so defines the Gaussian pencil, while the remaining 
terms in the exponential represent the propagation effects of 
the mean wave. The integration range of 0 can be accurately 
represented as - 00 <JJ<, 00 instead of the true range 
- rr 12 <, 0 <,rr 12 as long as the angular width t:.o of the pencil 

is small compared to rr/2, i.e., the pencil is slim. 
To exemplify simply some of the character of the re­

sponse represented by Eq. (29), we examine here the case of 
a slim pencil symmetrically located around (Jo = 0 so that 
the pencil is organized perpendicularly to the bedding 
planes. To order (J 2 we can use expression (25) to write the 
pressure response in the approximate form: 

pew, y, Z) = POI/2 foc exp{~ Z( 1 + Fo) 
t:.(Jrr - oc Vo 

+ iwy (J _ (J 2 [WZi ( + J.. - FI) + ~] } 
Vo Vo 2 t:.(J 

X dO. (30) 

Performing the integral over (J in Eq. (30) yields a closed 
form result for the frequency-dependent pressure response: 

w Z _ exp{(iwZIVo)(I+Fo)} 
p( ,y, ) -Po [1 + (iwZIV

O
)(t:.(J)2(! -FI )P/2 

{ 
_ W~2(t:.(J)2 } 

Xexp 4V~[1 + (t:.(J)2(iwZIVO)(! -FI)] . 

(31 ) 

Inspection of Eq. (31) reveals several interesting effects 
of multiples on the coherent component of the seismic pencil 
of waves. First note that as depth Z increases the first expo­
nential factor exp[ (iwZ IVo)( 1 + Fo)] records both a fre­
quency-dependent fractional phase shift (equivalent to a 
travel-time delay) of Re Fo relative to the conventional 
propagation phase variation of wZ 1 Vo. In addition the factor 
exp[ - (wIVo)Z 1m Fo] records a frequency-dependent ef­
fective attenuation of the wave with increasing depth. Since 
the medium is energy conservative, this effective attenuation 
of the coherent component of the seismic wave is a conse­
quence of a steady loss of energy from coherent waves being 
diverted to multiples that are incoherent. These points have 
been addressed in more detail elsewhere. 35,36 

Of novelty here is the offset-dependent exponential fac­
tor in Eq. (31). For distances small compared to the Fresnel 
length (Z::;:;Zc=VoIw(t:.(J)2) from the pencil's origin, the 
offset-dependent exponential factor is 
exp{ - w2y2 (t:.(J) 214 Vri} implying that the wave front is lat­
erally coherent in amplitude over a scale 

(32) 

representing the original pencil's structure. 
As depth increases to the point where Z;;;: Zc' the lateral 

behavior changes to the form exp{ (iwy2 12 Vo Z) (1 + 2FI )} 
for I FII < 1, which is insensitive to the original pencil angle. 
The phase-dependent part represents Fresnel diffraction 
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over a spatial scale 

Ylz [2VoZ lliJ(1 + 2 ReF1) j1/2, (33) 

which we recognize as the Fresnel length for lateral phase 
coherence.43 For 1m FI > 0 the amplitude-dependent part, 
exp{ - (liJrIVoZ)lmF1}, represents a frequency-depen­
dent loss of lateral coherence of the mean seismic wave pro­
duced by energy diversion to the generated multiples. The 
offset-scale length Y A. that records this effect is 

(34) 

Thus the lateral Fresnel phase dependence varies on a 
much shorter spatial scale than the energy diversion scale. 
For instance, with a seismic wavelength, of about 100 ft 
(A = V0 21TlliJ) at a depth of 10000 ft the Fresnel phase 
diffraction length YI is about 700 ft. As we shall see later, a 
typical value of FI is about 5% so that the amplitude decay 
offset scale YA. is about 2100 ft. The vertical Fresnel length 
Zc is about 2500 ft for a pencil with l1()z 100

• 

An alternative way to view the effect is obtained by us­
ing cylindrical coordinates Y = R sin t/J, Z = R cos t/J and 
then a small angle argument (y-:::::Rt/J, Z-:::::R), yielding a 
scaling behavior for the amplitude decay of exp{ - (liJR I 
VO)t/J2 1m F1}, i.e., a scattering angle 

t/Jscz(Vo!liJR ImFI)1/2. (35) 

As depth increases (R-oo), t/Jsc becomes smaller and 
smaller implying that more and more multiples are remov­
ing energy from the coherent beam and that only waves with 
t/J s t/J sc remain correlated as the pencil forges deeper into the 
medium. Again with a wavelength of 100 ft, a depth of 
10 000 ft, and the estimate 1m FI z 5%, we obtain the nu­
merical estimate t/J sc z 100 X ( (10 000 ft) I R ) 1/2. 

The point to be made here is not the precise numerical 
values (which can be changed readily by inserting different 
parameters) but rather that the effects of multiples on the 
lateral coherence of a pencil of waves sit squarely in the mid-

dIe of the regime where such effects can have a profound 
influence on seismic signals. They cannot be ignored with 
impunity. 

As we shall see a little later, the correlated behavior of 
seismic waves carries a considerable amount of this scatter­
ing information. 

B. Frequency effects 

In the previous section we have seen how generated mul­
tiples influence both the infinite angular extent of a pencil of 
waves and the vertical and lateral dependences of amplitude 
and phase of what would otherwise be a coherent monochro­
matic pencil subject only to classical Fresnel wave distor­
tion. Real seismic signals are not monochromatic but rather 
are made up of many frequencies. The question arises as to 
the phase and amplitude distortions brought about by the 
"mixing" of different-frequency multiples into the coherent 
component of the seismic wave or of the effect of finite band­
width measurements. 

To illustrate this effect we consider the simplified situa­
tion of a plane disturbance propagating at a fixed angle () to 
the bedding planes and for which the individual Fourier am­
plitudes of the pressure field on Z = 0 = yare described by 
p(liJ) = Po exp{ - (liJ - liJO)2 1(l1liJ )2}, which represents 
an initial time-dependent disturbance of the form p(t) 
ex: exp(iliJot-t

2(l1liJ)2/4)-an oscillatory but decaying 
pulse bounded by the envelope exp( - t 2(l1liJ)2/4). The re­
constructed mean seismic wave at position ( y, Z) at time t is 
then given by 

p(x,t) ex: Ioo p(liJ )exp {i cos () liJZ (1 + F(liJ,()) 
- 00 Vo 

+ iy sin ().!!!....- - iliJt} dliJ . (36) 
Vo 

Expanding the exponent in Eq. (36) to quadratic order in 
(liJ - liJo) around liJ = liJo yields the form 

p(x,t) ex: exp {i ~Z(1 + F(liJo,()) + iy liJo sin () - iliJot} 
Vo Vo 

xIoo d { +' (y sin () + Z cos () + () Z aF(liJO,()) x exp IX --- - t cos - liJo _..:........>::........0... 

- 00 Vo Vo Vo aliJo 

_ x2 [_1_2 _ i Z cos () (aF(liJO,() + ~ a 2F (liJO,())]} • 

( I1liJ ) Vo aliJo 2 aliJ~ 
(37) 

The integral in Eq. (37) can be performed exactly leading to the expression 

p X, ex: exp 1-- liJo, Iy - lliJ - I u.liJ -- + ---( t) {
.liJoZ(I+F( ())+. liJosin() . t} {I '(A)2 Zcos() (aF liJo a

2
F)}1I2 

Vo Vo Vo aliJo 2 aliJ~ 

X { 
(l1liJ)2 [y sin () IVo + Z cos () IVo - t + liJo(Z cos () IVo) (aF(liJO,()laliJo)]2} exp - ---~~--~~-~-~-~~~--~~~~~~-~~ 

4 [1- iZ(l1liJ)2(cos () IVo)(aF laliJo + (liJo/2)(a 2F laliJ~ »)] . 
(38) 

Inspection of Eq. (38) shows that in the absence of multiples (F =0) the pressure pulse is a wave of unchanging shape 
traveling at the constant speed Vo and at angle ()o through the medium. The influence of multiples is threefold. First we see the 
presence of multiples reflected in the exponential factor exp{iliJo (Z I Vo) (1 + F)} representing a phase shift and an effective 
attenuation of the coherent component of the seismic wave. Second, we see the multiples influencing the position of the peak of 
the envelope through the factorliJo Z(cos () IVo) (aF laliJo) in the second exponential factor. Third, we see a distortion of the 
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pulse shape produced by the factor 

1 _ iZ(aOJ) 2 cos (J [aF + OJo a 2F] 
Vo aOJo 2 aOJ~ 

in the second exponential. 
To estimate the size of the effects we replace the derivatives aF laOJo and a 2F laOJ~ by IF I/OJo and IF I/OJ~ since this 

replacement provides a rough idea of the derivatives to within factors of order unity. A typical seismic signal may have a 
central frequency around 50 Hz and a bandwidth of comparable amount so that when a numerical estimate is required we set 
aOJ;::;OJo' Under these conditions the pulse shape distortion factor given above is estimated by 1 - iZ IF I (aOJ)2 cos (J I VoW so 
that the distorting influence of the propagation becomes dominant for 

Z~ VoWallF I (aOJ)2;::;AIIFI =ZP' 

Remembering that a typical seismic wavelength is about 100ft and that IF I ;::; 5%, we see that pulse shaping is a major 
influence for Z~ 2000 ft. Notice also that when Z~Zp the envelope shape becomes 

{ 
- i [ y sin (J + Z cos (J - Vot + OJo Z cos (J aF I aOJo F } 

exp , 
Vo4Z cos (J(aF laOJo + (OJal2) a 2F laOJ~) 

which is independent of the bandwidth of the initial pulse representing the fact that once the pulse distortion factor overrides 
the initial bandwidth effect, the beam shaping is dominated by the multiple production to the extent that the pulse "forgets" its 
initial spread of frequencies and uses the multiples' travel time delay relative to the primary pulse as its assessment of the 
"natural" width a pulse should have. 

Again we see that the rough order of magnitude estimates of the effects sit squarely in the middle of the range where they 
can have a significant impact on seismic signals. 

Note also that, depending upon the real and imaginary parts ofF, the envelope pulse shape changes from real to complex, 
illustrating the fact that the multiples impress a phase shift as well as an effective attenuation on the coherent seismic wave. 

The fractional shift in the peak position of the envelope pulse is about OJo (aF I aOJo) ;::; 5 % so that, depending on the sign of 
the derivative aF laOJo as a function offrequency, the pulse peak may be early or late relative to constant velocity propagation 
up to ± 5% for a total dynamic spread of 10%. 

C. Correlated wave behavior and averaging effects 
A large majority of the individual effects of multiple reflections can be encompassed by looking at the correlated behavior 

of the mean seismic wave. Two effects dictate that this is the most likely procedure that will maximize information in a single 
statement. First, as we have seen in the previous two sections, the initial angular spreading and bandwidth effects are rapidly 
"forgotten" by the incident wave and replaced by the "natural" spreading angle and "natural" bandwidth produced by the 
generated multiples. As a consequence, most seismic signals will become independent of initial conditions after penetrating 
only a few thousand feet into the subsurface. Second, geophones respond over a finite bandwidth and, further, accept 
incoming signals over a range of angles. The correlation of geophone responses at two different offsets and at different travel 
times therefore contains information not only of the mean coherent signal at each location but also of the spatial and temporal 
coherence of that signal. 

Perhaps the simplest way to illustrate this behavior is through use of the angular-averaged wave formula (31) in the limit 
Z ~ A (a(J) 2 so that the wave pressure then has the dominant exponential dependence 

P { iOJZ iy20J } p(OJ,x) IX ~f2 exp --(1 + Fo(OJ») + -- (1 + 2FI (OJ») . 
Z Vo 2VoZ 

(39) 

Consider the correlated behavior of the pressure wave as observed at different geophones laterally separated by a distance 
5 and with the nearer geophone a distance y from the shot position. 

Let the nearer geophone record at a frequency OJ I and the farther geophone at frequency OJ2• 

Define 

r 12 (Z,5,y) = p(OJI, Z,y) P*(OJ2, Z,y + 5) . 
Then from Eq. (39) we obtain 

_ IPol2 { Z r 12 (Z,5,y) ---exp - -1m (OJ I Fo(OJ I ) +1iJ2Fo(0J2»)-
Z "0 

[y2
1iJ 1 FI (OJ I ) + (y + 5)2OJ2 FI (OJ2)] } 

VoZ 

(40) 

(41) 

If all pairs of geophones at a fixed lateral separation 5 are considered, then it is possible to construct a statistical average ofEq. 
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(41) from 

rI2(Z,s) ex: J: 00 dy r 12 (Z,S,Y) . (42) 

Performing the integral in Eq. (42) yields 

rdZ,s) ex: ~ exp -=- Im[wIFo(w l ) + W2 FO(w2)] + -'- [w l (1 + Re Fo(w l») - w2(1 + Re FO(w2»)] 1 12 { Z Z 
Z ~ ~ 

_ L [w2 ImFI(w2) + (i/2)w2(1 + 2 ReFI(w2»)] [WI ImFI(w l ) - (iwI/2)(1 + 2 ReFI(W I»)]}. (43) 
Vo Z (WI 1m FI (WI) + W2 1m FI (w2) - (i/2)[w l(1 + 2 Re FI (WI») - w2( 1 + 2 Re FI (W2»)) 

The conventional definition43 of a visibility function refers laterally correlated behaviors to their zero separation values as 
a normalizing factor. Thus with 

rI2(Z,S=0) ex: IPol2 exp {- ~Im [WI Fo(wl ) +w2Fo(w2)] + iZ [w l (1 + ReFo(w l »)-w2(1 + ReFo(W2»)]} , 
Z ~ ~ 

(44) 

we can write a laterally dependent normalized visibility function through 

V ( ~) - rI2(Z,s) _ { _ s2[a l - ibd [a2 + ib2 ] } 
12 ~ - - exp .. , 

r12(Z,S = 0) (Vo Z) [a l - ,b l + a2 + ,b2 ] 

(45) 

where 

aj = Wj 1m FI (Wj ) , bj = ! Wj [1 + 2 Re FI (wj )] . 

For WI = W2' the visibility function reduces to what is usually called the intensity visibility function 

Vll (s) = exp { - 52 (ai + b i)IVo Z2aI} , (46) 

with 

rll (Z,s = 0) ex: (I Po 1 2/Z) exp{ - (2Z IVo)w l 1m Fo(wl )} , (47) 

so that the correlated lateral behavior declines monotonically with increasing lateral separation S with a scale length 

sc z{8 1m FI (w) Vo Z Iw}i/2 , (48) 

which increases with increasing depth. 
While the intensity visibility remains correlated over a larger and larger lateral scale as depth increases, the magnitude of 

the intensity declines exponentially rapidly with increasing depth as seen in Eq. (47). Note that both the lateral correlation 
and the vertical decline are both real functions without phase-dependent terms. 

Since most geophones can receive over a broad band of frequencies, and the received signals can then be filtered to a 
narrow band, it is of interest to investigate the correlated behavior given through Eq. (43) when W2 = WI + /1w, so that phase 
factors are introduced into the lateral and vertical correlated behaviors. 

Then 

r12(Z,s = 0) ex: 1 POl2 exp{ _ Z2 WI 1m Fo(wl) _ Z/1w 
Z ~ ~ 

and 

V12(s) = exp {- L VoZ 

(49) 

X [(wl)2 + (w2/4) (1 + 2R)2 + /1(()(1 + w(al law) + (i/2)( 1 + 2R) + ;weaR law) )(wl - (i/2)w(1 + 2R»)] } , 
(2wl + /1w [(i/2)( 1 + 2R) + I + w(al law) + ;w(aR law)]) 

where, for brevity, we have written 1=lmFo(w), 
R = Re Fo(w). 

For awl w S. 41 we see from Eq. (50) that VI2 (5) re­
duces to the intensity visibility function (46), while for 
broader-band signals /1wlw ~ 41, we have 

(51) 

which we recognize as a Fresnel zone effect independent of 
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(50) 

the reflectivity power spectrum, destroying phase coherence 
for S ~ (2Vo Z/1wI(2) 112. 

In short, the lateral decorrelation of phase information 
is dominated by geometrical Fresnel zone effects that are 
independent of the reflectivity power spectrum while the la­
teral decorrelation of amplitude information is dominated 
by the generation and propagation of multiples. 

And these results are in accord with those reported ear-
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lier dealing with angular and bandwidth effects on the prop­
agation characteristics of the mean seismic wave confirming 
the advertised point that lateral correlation of the wave field 
contains a considerable fraction of the information em­
bodied in the mean field results of the previous two subsec­
tions. 

D. Sedimentation pattern effects 

In their classic paper, O'Doherty and Anstey37 identi­
fied two major types of sedimentation pattern that have di­
verse reflectivity power spectra and so produce different ef­
fective attenuation effects in the transmission response of a 
medium to an impressed seismic signal. O'Doherty and An­
stey37 label these patterns as corresponding to transitional 
and cyclic sedimentation, respectively. 

1. Transitional sedimentation 

In the case of a transitional sedimentation pattern we36 

have argued that an adequate representation of the power 
spectrum for illustrative purposes is provided by the generic, 
Uhlenbeck and Ornstein44 form 

(52) 

where Ko is the wave-number scale associated with the de­
correlation length [see Refs. 45-47 for explicit examples of 
well logs satisfying the form given by Eq. (52)]. Note that 
f~ eoR(k) dk = 1Tr so that the rms fluctuations are mea­

sured by rfii. 
For the purpose of illustrating the expected behavior we 

choose bothR vv (k) andRpp (k) to be given by the form (52) 
with different reflectivities ,.;; and r;,. 

Then, inserting these forms into Eq. (21) enables us to 
write 

(1 +F)2 - I 

= 1T";; sec2 () + 2ko Ko sec3 
() 

(eo dx [4";; + x 2 cos4 
() r;, ] 

X Jo (x2 _ 4)(K ~ + x 2 k ~ cos2 () 

= F(2 + F)'.:::::!.2F. 

The integral in Eq. (53) can be done exactly yielding 

F"" 1T 
2(K ~ + 4k ~ cos2 

() 

X [ r;, K ~ + sec2 () ,.;; (K ~ - 4k ~ sin2 
()] 

(53) 

3 (,.;; + r;, cos4 
() 

+i1TkoKosec () 2 2 (54) 
(K~ + 4k 0 cos () 

Now note that as the frequency is driven to infinity 
(ko-+oo), Eq. (54) yields the asymptotic constant real value 

F eo '.:::::!.( - 1T";;/2)sin2 
() sec4 

() • (55) 

Following the procedure laid down elsewhere,l,2 we in­
terpret this value ofF eo as representing measurements made 
relative to a travel time associated with infinite frequency. 
Thus the phase factor exp{iko Z cos ()( 1 + F)} can be writ­
ten 

exp{iko Z cos ()(1 + F eo) [1 + (F - F eo )/(1 + F eo) P , 
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illustrating the point that the mean wave phase travels at an 
effective speed Vol (I + F eo ) in the Z direction. Since IF I is 
considered small compared to unity, to this approximation 
the wave shaping takes the form exp{iko Z cos ()( 1 
+ F eo )( 1 + F - F eo )} so that I ==F - F eo measures the 

frequency-dependent phase and amplitude distortion. 
Concern may be expressed that we really cannot run the 

frequency to infinity since the underlying assumption was 
that, on the average, the wavelength sampled many beds at 
once-a condition surely violated as ko- 00. However, our 
concern here is to find an expression for the phase factor 
exp [iko Z cos ()( 1 + F) ] from which we can most easily ex­
tract the wave--shaping with frequency. To do this effec­
tively it is convenient to write the phase in the form 

iko Z(1 + <I»cos ()[ 1 + (F - <1»/(1 + <1»] , 

where <I> is an arbitrary constant of order F. Then to order F 
we have iko Z( 1 + <1» [1 + F - <1>]. As long as F(ko-+oo) 
remains finite we may use it as a reference point even if the 
precise value of F eo violates the conditions of derivation of 
F(ko). The point is <I>(==Feo) is an arbitrary constant and 
F(ko-oo) is a convenient reference. 

From Eqs. (54) and (55) we obtain 

1= [1TK~/2(K~ +4q cos2
()] 

X [r;,+sec4 ()";;](1+2icos()(kolKo»)' (56) 

At low frequencies such that 2ko cos ()<Ko, the phase shift is 
nearly independent of frequency at the value 
Rei::::: (1T12) [r;, + sec4 

(),.;;] while the attenuative part is 
linear in frequency with 1m 1= (2ikolKo)Re I· 

In terms of an expansion around () = 0, from Eq. (56) 
we have 

1=/0 + ()2/1' 

where 

(57) 

10 = [1TK~/2(K~ + 4k ~)] ( r;, +";;)(1 + 2i (kolKo») 

(58a) 

and 

_ [2k~(1-ikolko) +~] (58b) 
II -10 (K ~ + 4k ~ ) r;, +,.;; . 

The imaginary part of II is 

_ ko1TKo( r;, + ,.;;) [ 2";; 
Im/l - 2 2 _2_2 

(K 0 + 4k 0 ) ( rp + r;; ) 

which is intrinsically positive at all frequencies provided 
,.;;;;. r;" i.e., provided the rms fluctuations in velocity are 
greater than those in density. 

To provide a numerical estimate of the scattering angle 
consider the simplified situation when rp = O. Since 1m II is 
zero at low and high frequencies, an estimate can be pro­
vided using 2ko'.:::::!.Ko when 

(59) 

A typical estimate of a reflection coefficient might be about 
0.1 so that 1T";; ::::: 3%, which implies Im/l::::: 1 %, which is of 
the same order as the 5% estimate used previously. Since 
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both rp and the precise ratio of wavelength to scale constant 
Ko are variable, the 1 % estimate is not at all discordant with 
the previous estimate that was used for illustrative purposes. 
With Im!1 = 1 % the scattering angle t/Jsc is about 23 (10 000 
ft/R )1/2 degrees. 

Note that the transitional sedimentation pattern, as il­
lustrated with the Omstein-Uhlenbeck power spectrum, 
provides for both a frequency-dependent phase shift and ef­
fective attenuation, which are angle dependent leading to 
angular beam spreading and frequency dispersive effects 
with bandwidth as noted in the previous section of the paper. 
The attenuative part has a peak around kol Ko = O( 1) and 
declines to zero at both low and high frequencies while the 
phase shift is constant at low frequencies and declines to zero 
as the frequency tends to infinity. 

2. Cyclic stldlmentatlon 

In the case of a cyclic sedimentation pattern, we36 have 
represented the power spectrum by the illustrative form 

00 

R(k) =r L ~(k-nKo)!(n), (60) 
n=1 

so that 

J: 00 R(k) dk = r n~/(n), 
where the cyclic nature of the sedimentation pattern is mir­
rored through the ~-function periodicity in wave-number 
space ofEq. (60), and where each positive !(n) measures 
the fractional strength of the wave-number periodicity. For 
purposes of illustrating the expected behavior, we choose 
both R •• (k) and Rpp (k) to be given by the functional form 
(60) with scaling values r. and rp ' respectively. 

Inserting these functional forms into Eq. (21) then en­
ables us to write, for IFI<I, that 
(F+ 1)2 - 1 

-:::=.2F'" ~ sec2 () f !(n) 
n=1 

2sec2() ~jin [4~k~+n2K~cos2(),;] + ~() 2222 • 
n=1 (nKo-4kocos () (61) 

Equation (61) yields an intrinsically real value for F. 

00 00 

F(F + 2)cos2 
() = ~ L !(m) + 2 sec2 

() L !(m) 
m=1 m=1 

The only dichotomous points occur when 2ko cos () = nKo, 
since then the denominator in the second sum in Eq. (61) is 
zero. Tracing back the origin for this anomalous behavior, 
we see that it arises because the denominator in Eq. (19) was 
approximated to quadratic order in fluctuating quantities, 
which is justifiable only so long as the resulting expression 
for F is small compared to unity and nowhere infinite. In the 
particular illustrative case of the cyclic sedimentation pat­
tern represented by Eq. (60) as long as attention is focused 
away from the critical points 2ko cos () = nKo, F is real and 
smaller than unity, representing a frequency-dependent 
phase shift with zero attenuation in accord with the numeri­
cal synthetic seismogram results38 and done for () = 0, and in 
line with the one-dimensional wave propagation theoretical 
results. 35.36 

Before considering the singular points about 
2ko cos () = nKo, we first look at Eq. (61) in a little more 
detail. First note that as ko- rs;" Eq. (61) yields 

1 00 

Foo =-~ L!(n)sec2 ()(1-2sec2
(), (62) 

2 n= I 

so that the relative phase delay, ! ==F - F 00 , is given by 

-2 -2 4 ~ j(n)n
2 K~ 

!= ('P + rv sec () n~1 (n2 K~ _ 4k~ cos2 () • (63) 

Note that for 2ko cos () < Ko the relative phase ! is of 
one sign and is approximately given by 

i"'( ,; + ~ sec4 
() (f !(n) [1 + 4k ~2 co:

2 

()]) > 0, 
n= InK ° 

(64) 

which is very nearly independent of frequency so that an 
overall constant fractional time delay of 
( r:, + ~ sec4 

() 1::= I !( n) can be associated with low fre­
quencies in line with the constant time delay results (of 
20%) recorded38 in synthetic seismogram numerical calcu­
lations. 

For the singular frequencies when 2ko cos () = nKo 
(n> 1) more care has to be exercised. Inserting the func­
tional form (60) into the more precise dispersion relation 
(19) and setting Kz = ko cos ()(1 + F), Kl = ko sin () we 
obtain 

x [4~(4m2/n2 + F(F + 2») + (4m 2/n2)cos4 
(),; (1 + F)2(4m2/n2 - F(F + 2»)] 

16(m2/n2)(m2/n2_l) +F(F+2)[F(F+2) -Sm2/n2] 
(65) 

Inspection ofEq. (65) shows that discarding the terms factored by Fin the denominator of the sum on the right-hand side 
leads immediately to a singular behavior for m = n. Since F is considered small, this neglect can readily be justified for m =1= n, 
but the dominant term in the series is then provided by the singular term with m = n. 

Ignoring the terms with m=l=n in the second sum enables us to cast Eq. (65) in the approximate form 
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For IF I < 1, we can write Eq. (66) in the form 

"" (2Fcos2 0)2 - r" L f(m)(2Fcos20) 
m=1 

(67) 

with solution 

4Fcos
2
0=r" mt/(m) ± {Ct/(m)r r: 

(68) 

For r" and r;. small compared to unity, Eq. (68) pro­
vides the approximate attenuative behavior 

Fcos2 O'Z + i [f(n)( r" + cos4 0 r;.)] 1/2. (69) 

Thus in the vicinity of the singular points where 
2ko cos 0 = nKo, the dominant response is heavy attenu­
ation; the width around the singular points over which at­
tenuation is the major effect, as opposed to the nearly con­
stant low-frequency time delay, can be estimated by 
balancing the magnitudes of the two terms in the denomina­
tor ofEq. (65), i.e., a dynamic range 

flko = (KoI4) sec 0 I FI (70) 

around ko = nKo sec 0/2, where F is given by Eq. (69). 
Thus the basic response of the mean seismic wave to the 

cyclic pattern of sedimentation as represented by Eq. (60) is 
to produce a pure phase shift that is nearly independent of 
frequency at low frequencies and so mimics a frequency­
independent time delay; exceptions occur in narrow bands 
centered on isolated wave numbers at multiples of! Ko sec 0, 
where heavy attenuation is dominant. 

Since the imaginary part of F is almost zero at almost all 
frequencies, in those domains there is very little scattering of 
the original beam-it preserves its original angular width 
and its pulse structure very well compared to a sedimentary 
pattern more dominated by a transitional character. The ma­
jor effect is to produce an angle-dependent time delay for 
2ko cos 0 < Ko, but both the frequency dependence and the 
angle dependence of the relative phase as given by Eq. (63) 
are slight. 

E. Phase and group velocities and their directions of 
propagation 

The mean coherent wave at angular frequency UJ can be 
written in the form exp«iUJ/ Vo)<I», where the complex wave 
phase <I> is given by 

( F-F) <I>=ZcosO(1 +F"" (cosO») 1 + "" 
1 +F"" 

+ysinO- Vc/. (71) 

At very high frequencies we have F--+F"" , so that the com­
plex phase takes on the asymptotic form 

<1>"" =ZcosO [1 +F"" (cosO)] +ysinO- Vot, (72) 

which is real. 
It is of some considerable interest to determine the di­

rections and magnitudes of propagation of the phase and 
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group velocities for the coherent component of the seismic 
wave for they define the sort of signature that one could 
identify as a signal-both in terms of timing and of position. 
Perhaps the easiest way to place this behavior within a famil­
iar framework is to use the formal method of development 
set out by Ginzburg.48 

Basically one notes that any disturbance t/J(x,t) can be 
written 

t/J(x,t) = J t/J(k)exp[ik· x - iUJ(k)t] d 3k, (73) 

where a dispersion relation [in our case Eq. (19)] connects 
UJ to k with 

UJ = UJ(k) . 

In Ginzburg's48 development it is k that is taken to be 
real and UJ that is allowed to be complex. However, in our 
case we treat with real frequencies and determine the real 
and imaginary parts of kz from a dispersion relation. The 
physical difference is that a complex frequency and real 
wave vector corresponds to a truly attenuative system in 
which the disturbance t/J( x,t) tends to zero at all spatialloca­
tions including those close to the source as time becomes 
large, whereas a complex wave vector and real frequency 
corresponds to an apparently attenuative system in which 
the disturbance t/J(x,t) tends to zero exponentially only at 
spatial locations infinitely far removed from the source, i.e., 
the wave undergoes frustrated transmission but is not ab­
sorbed.43 

To modify the formal mathematical development to our 
purposes we write 

t/J(x,t) = J t/J(ky,UJ )exp [ikz (UJ,ky)Z 

+ iky y - iUJt ] dky dUJ , (74) 

with UJ and ky real and where a dispersion relation connects 
kz to UJ and ky through 

(75) 

and where, in general, kz has both real and imaginary parts. 
The standard argument for determining phase and group 
velocities considers t/J(ky,UJ) to be a highly peaked function 
around the particular real values ky = Ky and UJ = 0, and it 
is conventional to write 

[ 
(ky _Ky)2 (UJ _ 0)2] 

t/J(ky,UJ) ex: exp - (flk)2 - (flUJ)2 ' (76) 

where flk and !:1UJ are extremely small-in the sense that 
convergence of the integral in Eq. (74) is controlled by 
t/J (ky ,UJ ). Insertion of (76) into (74) and changing variables 
through ky = Ky + flku, UJ = 0 + flUJ V yields 

t/J(x,t) ex: exp[iKy y - iOt ] J: "" du J: "" dv 

x exp{ - (u2 + v2
) - iflUJvt + iflkuy 

+ iZkz (0 + flUJv, Ky + flku)} . (77) 

The assumption that flUJ and flk are small then enables an 
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expansion of kz to be performed to order !1w and !1k: 

kz (0 + !1wv,Ky + !1ku) 

(78) 

When this expansion is used in Eq. (77) we obtain the form 

.p(x,t) a: exp{ikz (O,Ky)Z + iKy Y - int} 

fao { (akz (O,K »)} X _ ao du exp - u
2 + iu!1k Y + Z aKy y 

fao {2 (akz(O,Ky ) )} 
X _ "" dv exp - v + iv!1w Z ao - t . 

(79) 

Performing the u and v integrals in Eq. (79) yields 
.p(x,t) a: exp[ ikz (O,Ky)Z + iKy Y - iOt ] 

{ 
(!1k)2 [ akz (O,Ky ) ]2 

X exp - -- Y + Z ---"--
4 aKy 

- (a:)2 [t- Zak~~,Ky) r}. (80) 

Provided kz is real, we see that the behavior of.p is the 
product of a phase-dependent part and an amplitude-depen­
dent part. 

Inspection of the amplitude dependence in Eq. (80) 
shows that l.p(x,t) I declines temporally and spatially except 
along a line given by 

akz(O,Ky ) 
t=Z (81a) ao 

and 

(8Ib) 

Defining 

V = (akz (O,Ky ) ) - 1 

gz ao (82a) 

and 

(82b) 

the line in Eq. (80) can be written Z = Vgzt, Y = Vgvt and 
represents the line on which the highly peaked (in ky,w 
space) pulse retains its amplitude to order (!1k) and !1w 
provided kz is real. 

The tight group of waves centered on Ky,O then propa­
gates with unchanging amplitude at the group speed 

Vg=(V!.+V~)1/2, (83) 

and the group direction of propagation is given by 

tan ct>g = VgvlVgz , (84) 

where the group angle ct> g is measured from the vertical to 
the bedding planes. 

Inspection of the phase factor in Eq. (80) shows that the 
phase of the packet of waves is conserved along a line defined 
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by 

(85) 

prOVided kz is real. 
Differentiating Eq. (85) with respect to time and setting 

dZ Idt = Vpz , dyldt = Vpy we obtain 

kz Vpz + ky Vpy - 0 = 0 . (86) 

Setting the phase speed 

Vp = O/(k; + k;)1/2, (87) 

we can then write the Z and y components of phase velocity 
as 

Vpz = Vp cos.p, Vpy = Vp sin.p, (88) 

where the angle of propagation .p of the constant phase line is 
given by 

tan.p = kylkz . (89) 

When kz is complex, the uses of phase and group veloc­
ity are compromised since the separation of the integral of a 
highly peaked pulse (in ky,w space) into a phase and ampli­
tude factor is no longer a simple matter. Indeed we have seen 
in previous sections of the paper that the effect of a complex 
kz is to distort an original pulse both in phase and amplitude 
to the point that the wave shape "forgets" its initial condi­
tions, and we estimated these phase diffraction and effective 
attenuation effects for simple situations as functions of fre­
quency and wave propagation angle. 

Here we want to concentrate our attention on the pulse 
propagation properties. In order to do so effectively, it is 
convenient to consider propagation at high frequencies 
when, as we have shown earlier, the wave behavior is charac­
terized by 

kz = (wIVo)(1 +F"" (cos 0») cos 0 (90a) 

and 

ky = (wIVo) sin 0 , (90b) 

where, for the moment, we regard cos 0 as a parametric vari­
able that in principle could be eliminated between (90a) and 
(90b) to provide us with the relationship k; = k ; (w,ky ), 
which is required in order to compute group and phase ve­
locities and their directions of propagation. 

From Eq. (90) we obtain the phase speed 

Vp = Vo{t - F ao (cos 0) cos2 0 + O(F:, )} (9Ia) 

and phase direction 

tan.p = tan 0 [1- F ao (cos 0) + O(F:, )] . (9tb) 

Likewise the group speed components are given by 

Vgz = Vo cos 0 { I - F ao + sin 0 cos 0 a;; + O(F:')} , 

(92a) 

V gv = Vo sin 0 { I - cot f) cos2 0 a;; + O(F:, ) } , 

(92b) 

with 

Vg = Vo [1 - F 00 008
2 0 + O(F:,)] (93a) 
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offset phase ray direction 
) 

_____ primary ray 

and group direction <I> g given by 

tan <l>g = tan 0 [ 1 + F 00 - cot 0 a:; + O(F'!,)] . 

(93b) 

Note from Eqs. (91a) and (93a) that the group and phase 
velocities are identical. However, the direction of propaga­
tion of the lines of constant phase differs from that of the line 
of constant amplitude, and further, both of these directions 
differ in turn from 0, the direction of initial incidence of the 
plane wave on the layered medium. 

For example, in the transitional deposition case, for 
which, according to Eq. (55), Foo 
= - (17/2) ~ sin2 0 sec4 0, we obtain 

tan t/I = tan 0 [1 + (17'/2) ~ sin2 0 sec4 0 + O(F'!, )] 
> tan 0 (94a) 

and 

tan <l>g 

= tan 0 [1 + (17'/2) ~ sec4 0(2 + sin2 0) + O(F'!, )] 
> tan t/I> tan O. (94b) 

In this case we see that for the mean coherent field the 
direction of the constant phase line is canted more towards 
the horizontal than the original propagation direction and 
that the group direction is canted even more towards the 
horizontal than is the phase direction (see Fig. 2). 

The underlying physical reason for this behavior is quite 
simple. The incident wave makes an angle 0 with the bedding 
planes, the downgoing generated multiples at each bed inter-
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group ray qirection 

/ 
FIG. 2. Sketch of the effect of multi­
ples on the phase and group direc­
tions of the mean coherent signal rel­
ative to the primary ray direction. 

face travel either in the 0 direction or the - 0 direction (ig­
noring refraction effects). Those multiples traveling in the 
- 0 direction rapidly become phase incoherent with respect 

to the primary wave and so can be ignored safely. Those 
multiples traveling in the 0 direction stay phase coherent 
with respect to the primary for a longer period of time. Since 
each generated multiple is laterally offset from the primary, 
and since each multiple carries some of the energy of the 
original incident wave, the direction of the coherent compo­
nent of the seismic wave is basically made up ofa superposi­
tion of the amplitude and phase of the primary wave plus the 
amplitudes and phases of the downgoing multiples in the 0 
direction. Hence the coherent component has its phase and 
group directions moved slightly laterally (relative to the pri­
mary) as it passes each bedding interface by the addition of 
the multiples' energy and phase. Thus the phase direction 
and group directions of the coherent component of the seis­
mic signal are canted more towards the horizontal than the 
original propagation direction as illustrated in the sketch. 

In the cyclic depositional case, for which, according to 
Eq. (62), 

F 00 = - ~ L t /( n) ] sec
2 

0 (sec
2 

0 - ~), 

we obtain 

tan t/I = tan 0 {I + ~ ~sec20(2sec20- ~) 

xCt/(n»)+O(F'!,)} > tan 0 (95a) 
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and 

tan ~g = tan (J {I + ! ,.; sec2 (J(6 sec2 (J - 1) 

xCt/(n») + O(F:)} > tan tP>tan (J, 

(95b) 

so that, just as in the transitional deposition case, the direc­
tion of constant phase is canted more towards the horizontal 
than the original propagation direction, and the group direc­
tion is canted even more towards the horizontal than the 
phase direction. 

To make a simple numerical estimate of the size of this 
canting effect, consider a wave initially incident at (J = 45° to 
the vertical and with I.: = 1 f(n) = 1, since f(n) is the frac­
tional scattering coefficient in the cyclic case. Then (a) for 
the transitional deposition pattern, we have 

tan tP = 1 + 11" ,.; + O(F: ) , 

tan ~g = 1 + Hhr"; + O(F: ) , 

so that ~g = tP + ~ 11""; + O(F: ); and (b) for the cyclic 
depositional pattern, we have 

tan tP = 1 + 3"; + O(F: ) , 

tan ~g = 1 + 11 ,.; + O(F: ) , 

so that ~g = tP + 4"; + O(F: ). 
For a typical rms reflection coefficient of 0.1 (i.e., 

11"1/2rv = 0.1 in the transitional case and rv = 0.1 in the cyclic 
case) wehavetP - 45°::::0.3°and~g - 45°:::: 3° for the transi­
tional case, and tP - 45°=0.9° and ~g - 45°::::3.3° for the 
cyclic case. 

Thus for typical seismic parameters the lines of constant 
phase remain less than about a degree away from the direc­
tion of the primary wave, while the group direction is canted 
of order 3° more to the horizontal than the primary direction. 
Translated into a lateral displacement equivalent to vertical 
travel through 10 000 ft of sediment, the ray associated with 
a 45° primary wave would be at a lateral position of 10 000 ft 
from the shot whereas the phase line would be a further 100-
300 ft laterally from the shot location, and the lateral posi­
tion of the group of waves would be about 1000 ft further out 
than the primary ray's 10 000 ft. Upon reflection from a 
strong reflector at the 10 000 ft level, these values at the 
surface would double to 200-600 ft for the phase and 2000 ft 
for the group. 

The estimated size of these effects is therefore ofimpor­
tance since velocity and reflector depth analyses on offset 
seismic signals are often done on either a first-break basis 
and/or a rms amplitude basis38-both of which are in­
fluenced by peg-leg multiple effects. While it is not necessar­
ily the case that the group and phase path effects reported 
here are of paramount importance in all situations, neverthe­
less the numerical estimates made here suggest that such 
effects are at least of the order of magnitude where their a 
priori omission from consideration would be unwarranted. 
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IV. DISCUSSION AND CONCLUSION 

In this paper we have presented several major points 
arising from multiple generation and interference with a pri­
mary seismic wave that are outside the scope of the original 
one-dimensional statistical theorrs-37 devised to account 
for the effects of multiples on a seismic signal as originally 
reported by O'Doherty and Anster7 extended and corrobo­
rated by Schoenburger and Levin28-30 and revitalized by 
Bamberger et al.,38 all using numerical codes for generating 
one-dimensional synthetic seismograms. 

A. Summary of main results 

The major results obtained can be grouped in four basic 
classes. 

( 1) The effects of velocity fluctuations and of density 
fluctuations enter slightly differently into the dispersion re­
lation describing the propagation characteristics of the co­
herent component of the seismic wave. The major impact on 
the role of fluctuations in modifying the transmission re­
sponse is provided by the angle of propagation of the wave to 
the bedding planes. Waves that are subcritical propagate 
with a frequency- and angle-dependent phase and attenu­
ation; as the wave passes through critical and then to super­
critical (when the wave does not propagate vertically at all), 
the attenuation caused by fluctuations increases in magni­
tude becoming extremely large. Effectively, then, only sub­
critical waves propagate in the medium, and it is their propa­
gation characteristics that have been investigated 
extensively in this paper. The remaining major results per­
tain only to the subcritical waves. 

(2) Using the results obtained in Refs. 35 and 36 as a 
guide, for a single, monochromatic, plane wave propagating 
initially at an angle to the bedding plane, we found that the 
transmission response of the mean seismic wave could be 
written 

exp{ (ial/Vo) [Z cos (J( 1 + F) + y sin (J - Vof ]} , 

where the complex factor F, dependent upon the fluctu­
ations in velocity and density, is a function of both frequency 
and angle. 

The magnitUde of F is typically a few percent, the real 
part provides a measure of the frequency-dependent time 
delay, while the imaginary part measures the effective at­
tenuation of the coherent component of the propagating seis­
mic wave caused by multiple generation and phase incoher­
ence. With the response of a single wave analyzed and 
understood, our attention then turned to four aspects of the 
offset-dependent propagation characteristics related to the 
fact that real seismic waves are not monochromatic nor 
uniangular. To examine simply the propagation effects 
caused by angular and frequency spreads of a more represen­
tative model of a real seismic signal, we analyzed each factor 
in isolation. 

(A) Effects due to angular spreading: For a pencil of mo­
nochromatic waves of wavelength -t, initially spread in a 
Gaussian manner in amplitude over a half angle 1l.(J centered 
on the normal to the bedding plane, we investigated the be­
havior of the mean seismic pencil as it propagated through 
the medium. We found the following. 
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(a) For Zs. 0 (A 1(110)2), the original pencil was 
basically unaltered from its original pattern. 

(b) For Z~O(AI(110)2) Zf' the pencil is 
"splattered" more and more as it moves deeper into the 
medium with the lateral (y) variation being Gaussian 
in character for both the phase and the amplitude and 
dominated by Fresnel diffraction effects for the phase 
over a scale Yf ::::: (UZ) 1/2, and dominated by effective 
attenuation for the amplitUde over a scale 

(a
2 lmFI ) -112 

YA :::::Yf a02 0=0 ~Yf' 

(c) For Z ~ Zf' coherence of the mean seismic 
wave is preserved over a smaller and smaller range of 
angles around the normal to the bedding plane as prop­
agation into the medium continues. The frequency-de­
pendent scattering angle 

::::: (~)1I2(a 21m E\ - 112 -::-:~ 
,psc Z a0 2 -Jo=o ~ Z 

decreases to zero as Z-oo so that only those waves 
which make smaller angles than ,psc with the normal to 
the bedding plane contribute to the coherent seismic 
signal. 
(B) Effects due to bandwidth spreading: For a uniangu­

lar temporal pulse of waves, initially centered on an angular 
frequency Wo and Gaussianly spread in amplitude over an 
angular frequency band I1w, we investigated the behavior of 
the mean seismic pulse as it propagated through the medi­
um. We found the following. 

(a) For 

Zs. 0 (21T( V oIwo) 1(l1wlwo) 2 I F I) = Zp , 

the original pulse was basically unaltered from its origi­
nal shape. 

(b) for Z ~ Zp, the pulse is distorted from its origi­
nal shape with the envelope being Gaussianly shaped in 
the direction of propagation over a scale length of order 
(Uo Z II F I) 1/2 and with the phase being Fresnel-dif­
fracted over a scale length of order (Uo Z) 1/2, where 
Ao = 21TV oIwo. 
(C) Effects contained in lateral correlations: Since mea­

surements of seismic signals are made at many geophones 
which are laterally offset on the surface at different distances 
from a shot, we investigated the behavior oflateral correlat­
ed information from a mean seismic wave for all pairs of 
receivers at fixed lateral separation, S. The results of that 
investigation depend upon the size of the fractional band­
width I1wl w relative to 1m F. 

For narrow bandwidths, I1wlw<lm F, we found that 
the lateral autocorrelation intensity declines in a Gaussian 
manner for depths in excess· of Zc = (A 11m F); the normal­
ized visibility function then declining Gaussianly over a la­
teral scale Sc:::::A (8Z IZc) 1/2, and the angular distribution 
over which waves contribute to the coherent component of 
the seismic wave also declines in a Gaussian manner over a 
scale angle of about,pc::::: (ZJZ) 1/2. 

For broad bandwidths, tuulw ~ 1m F, we found that 
the character of the lateral correlation shifted so that Fresnel 
diffraction effects playa more dominant role with a correlat-
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ed loss of phase over a lateral scale length 
Sph ::::: (Zl1wl AW) 1/2 but with a very small attenuative loss. 

(3) The third class comprises the sedimentation pat­
tern effects. In order to illustrate the ranges of both the real 
and imaginary parts of the transmission response in respect 
of their frequency and angle dependences, we looked at two 
extreme situations of possible reflectivity spectra which 
O'Doherty and Anstey37 have labeled as characterizing 
transitional sedimentation patterns and cyclic depositional 
patterns, respectively. We modeled the transitional pattern 
quantitatively using an Ornstein-Uhlenbeck power spec­
trum,44 as has been done elsewhere,35,36,45-47 while we mo­
deled the power spectrum of the cyclic sedimentation pat­
tern37 as a series of equally spaced 8-function spikes. 38 

For the transitional pattern we found that for plane 
waves propagating at an angle 0 to the bedding planes the 
real part of F, which corresponds to a frequency-dependent 
time delay, was nearly constant for low angular frequencies 
wS.w./(2 cos O):=!l, where w.(=VoKo) measure the 
critical scaling frequency below which the reflectivity power 
spectrum is effectively quadratically dependent on the fre­
quency and above which the spectrum is nearly constant. In 
the same frequency regime the fractional attenuation is lin­
early dependent on the frequency with a peak around w = !l 
before declining at high frequencies as also does the time 
delay. 

For the cyclic pattern we found that at almost all fre­
quencies the attenuative effect was negligible-the domi­
nant behavior being a time delay that was nearly constant. 
The exceptions occurred at multiples of 
2w cos 0 = n w. (w. = Vo Ko), where high attenuation was 
found in very tight bandwidths with the bandwidth over 
which attenuation was domin~nt diminishing with increas­
ing frequency. In short, except for periodic, narrow bands of 
frequency, the general behavior was that of a pure time de­
lay, in line with the numerical results of Bamberger et al.38 

( 4) The fourth class is phase and group directions. The 
behavior ofa pencil of waves in respect of the speeds of prop­
agation and of the overall direction of propagation of the 
energy in the pencil and of the phase is important in seeing 
how multiples influence the direction of propagation of a 
primary beam of waves. To examine this aspect of the prob­
lem, we looked at phase and group velocity behavior of a 
pencil of waves at high frequency where the geometrical op­
tics approximation is expected to be the most accurate. We 
found that the group and phase speeds were identical to qua­
dratic order in F. However, the directions of propagation 
differed between the group, the phase and the incident pri­
mary wave directions. For both the transitional and the cy­
clic patterns ofsedimentation, the group direction was cant­
ed more towards the horizontal than the phase direction, 
which, in tum, was more highly canted towards the horizon­
tal than the original wave's direction, and both of these ef­
fects are due to the generated multiples interfering with the 
primary wave. Whether the ordering, group angle> phase 
angle> incident angle, holds for all reflectivity power spec­
tra is unknown, but the fact that this ordering obtains for two 
such widely disparate power spectra as the representations 
of transitional and cyclic patterns strongly suggests that it 
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would indeed be a peculiar reflectivity spectrum which upset 
the ordering. The magnitude of the effects, particularly for 
the group angle, is about 5%-10% for an incident wave 
making a 45· initial angle, which translates into a lateral 
distance of 500--1000 ft at a depth of 10 000 ft. Since the 
group and phase velocities differ by only about a percent or 
so from the mean velocity Vo, the dominant effect is caused 
by the change in direction of the group relative to the inci­
dent wave. Thus, interpretationally, the group takes a longer 
time to reach a given depth than would the primary wave, 
with the relative time scales being in the ratio sec ct>g/sec (), 
which is about 5%-10% for an initial wave incident at 45·. 
Inverting the argument: from a given travel time and a 
known velocity, an event, determined from a group wave 
measurement, will be of order 5%-10% deeper vertically 
than it really is, and it will also be located at the wrong lateral 
position by about 5%-10%. 

As the frequency is lowered, both frequency-dependent 
attenuation and phase dispersion take on larger and larger 
roles with their precise behaviors with frequency being de­
pendent upon the details of the reflectivity power spectrum. 

B. Discussion 

The detailed results presented in this paper and the more 
general arguments and concepts advanced suggest several 
major points for further consideration. 

We have seen that the finite bandwidth and finite angu­
lar extent of an incident seismic wave train are rapidly and 
significantly distorted by the phase and attenuative effects of 
generated multiples as the wave propagates into the bedded 
medium. Indeed, beyond a critical depth of penetration 
(roughly estimated at a few thousand feet), the initial half 
angle and bandwidth are overshadowed by the effect of mul­
tiples. The incident beam's lateral spreading and pulse shap­
ing (amplitude and phase) are then controlled completely 
by subsurface propagation and are no longer beholden to the 
initial beam angle spread or bandwidth. We have also seen 
that the coherent component ofthe seismic wave is progres­
sively attenuated and time delayed as it propagates and that 
the direction of propagation of the energy is not the same as 
the initial propagation direction. 

Rough numerical estimates of all of these effects, using 
typical seismic parameters, show that they sit squarely in the 
range of values where they can be expected to have a pro­
found influence on seismic signals. They may not be declared 
unimportant with impunity. 

The effects discussed raise serious questions that need to 
be addressed. 

( 1) In efforts to obtain seismic attenuation of subsur­
face rocks that can be related to oil and/or gas accumula­
tions, the effective attenuation effect caused by multiples re­
ported here can playa dominant masking role because the 
magnitude of the imaginary part of F is typically 1 %-5% 
corresponding to a quality factor Q [=! (1m F) - 1] of order 
1001()(~-right in the middle of the range normally associat­
ed with subsurface formations.28-30.45-47 How does one sepa· 
rate an intrinsic Q from one caused by multiples? 

(2) The low-frequency time delay caused by multiples 
(due to the real part ofF) is estimated to be typically of order 
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1 %-10% so that the travel time one would ascribe to a seis­
mic signal would place an event 1 %-10% deeper than it is in 
actuality. How does one accommodate for this effect? 

(3) The 5%-10% change in direction of a wave group 
means that both the lateral and depth locations of an event 
will be in error by 5%-10%. How does one separate out 
these effects so as to avoid misrepresentation? 

( 4) The progressive phase and amplitude distortion 
caused by the multiples eventually distorts any original 
pulsed pencil of seismic waves into a form which causes both 
lateral spreading and time dispersion. This means that both 
spatial and temporal resolution at depth degrade as the seis­
mic signal progresses. When do these effects become so 
dominant that it is pointless to even attempt to construct a 
depth-migrated section? 

(5) The analysis carried through here has been per­
formed for the simple situation of plane parallel beds with a 
constant, average velocity. But real subsurface formations 
are not laterally constant, and further, the subsurface veloc­
ity normally shows a systematic increase with depth. How 
significant are the nonlinear distortions produced by such 
effects when added to the already distorting influence of the 
basic effects addressed here? 

(6) The work reported here treats only with scalar 
waves, but the conversion of P waves to S waves and vice 
versa at bedding interfaces is a well-documented fact. How 
are the results presented here modified by such mode con· 
version? When does mode conversion dominate over multi­
ples as a primary cause of information loss of an incident P 
wave? Can the two effects be separated? 

We provide no answers to these questions for we do not 
have any. What we do suggest is that (a) in view of the 
relevance to seismic signals of the previous35.36 work on the 
O'Doherty-Anstey effect,37 and (b) in light of the theoreti­
cal and analytic work reported in this paper, which appears 
potentially equal, if not greater, in importance than (a), 
some effort be expended to quantify using a full three-dimen­
sional synthetic seismogram routine, particular regimes of 
dominance, and the general level of global pervasiveness, of 
the effects uncovered here. It is our contention that the ana­
lytic results, and their rough numerical estimates, are suffi­
cient to indicate that these multiple effects should be a major 
area of concern for some considerable time to come. 
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The possilibity of constructing an action-at-a-distance form of linear confinement is 
demonstrated. Using the Fokker-Wheeler-Feynman action principle, known from classical 
action-at-a-distance electrodynamics, with an action containing the relativistically invariant two­
particle Heaviside step function, equations of motion and appropriate potentials exhibiting the 
linearity of their behavior are derived. The plausibility of the generators of motion describing 
dynamics with the linear potentials is verified on the simple circular-orbit model of a two­
component system, and the expected energy spectrum in terms of semiclassical quantization is 
obtained. 

I. INTRODUCTION 

Since the appearance ofWheeler-Feynman action-at-a­
distance (AAD) electrodynamics I many attempts have 
been made to construct relativistic particle theories in terms 
of the prototype of this quite consistent theory ignoring 
field-mediated interaction (a great deal of discussions on 
this subject may be found in Refs. 2 and 3). Some of them 
appeared to be equivalent to the corresponding field theor­
ies, 1,4 others do not have a field-theoretic analog. S However, 
common features of these theories, important from the point 
of view of the structure of space-time theories, are that they 
are derivable from a Fokker type of action6 and are mostly 
invariant under the full conformal group of transforma­
tions.7 

As regards specifically physical ideas, one meets also 
with relevant properties observed on direct interparticle the­
ories of the Wheeler-Feynman type. Their actions are not 
instantaneous and they alone seem to violate causality 
grasped in the classical sense. 8 By noninstantaneous action is 
meant that action between particles should propagate with 
the speed oflight and thus it is not ofthe Newton-Coulomb 
character. This property is usually expressed by Green's 
functions, which give nonvanishing contributions on and in­
side the light cones. Noncausality of an AAD theory demon­
strates the idea that motion of a particle is determined by the 
past and future behavior of the other particles. The fact that 
both the future-directed and past-directed signals exist on 
equal footing is an obvious violation of causality in the con­
ventional sense of classical theories. Conventional causality 
is, however, secured by accepting the condition on the exis­
tence of a perfect absorber. 1.8 In cosmology it was found that 
this condition could be satisfied in the steady-state universe.9 

The scale of physical applicability of relativistic AAD 
theories is relatively wide today. It goes from electrodynam­
ics,I-3 mesodynamics;*-1O through gravity,8,ll to Dirac's 
monopoles. 12 The extension of this set to quarks, even if in a 
restricted form, could be encouraging, of course. 

In this paper we shall try to show that there occurs the 
real possibility to produce a class of linear potentials on the 
basis ofan AAD dynamics. We have here in mind dynamics 
a la Fokker-Wheeler-Feynman electrodynamics, 1 based on 
the direct interparticle interaction via time-symmetric fields 

(half retarded plus half advanced), which exhibits proper­
ties of AAD theories mentioned above. Standard Wheeler­
Feynman electrodynamics I starts with the principle of sta­
tionary action and postulates a Fokker-type action with the 
interaction term determined by the Dirac delta function, the 
argument of which is the square of the distance between a 
source and an observation point. The integral of this func­
tion taken along the source trajectory generates the Lienard­
Wiechert potentials, fundamental potentials of classical rela­
tivistic electrodynamics. It is an interesting coincidence that 
in the dynamics that we are going to propose, it is the Heavi­
side step function () of the above argument that plays the 
same role in constructing linear potentials as the Dirac 8 
function in the reproduction of electrodynamic potentials. 
In other words, the generalized relativistically invariant and 
genetically associated 8 and () functions are, in fact, sources of 
the classical relativistic electromagnetic and the linear poten­
tials, respectively. 

One of the main goals ofthis work is to demonstrate how 
to construct the relativistic linear potentials. The second aim 
is to give a convenient example of possible applicability of 
the new type of potentials concretely in the study of simple 
composite systems. In the following paperl3 we shall derive 
the set of conformal conservation laws by accepting the re­
quirement of invariance of the AAD linear potentials under 
the full conformal group of transformations. 

We propose first (Sec. II) the derivation of equations of 
motion by the use of the Fokker-Wheeler-Feynman action 
principlel

,6 with an action involving the () function in its 
interaction term. Due to this () interaction choice, potentials 
generated in the variation procedure become functions only 
of the difference between retarded and advanced positions of 
pointlike particles considered. As a consequence, in a system 
of pairwise interacting particles there appears, quite natural­
ly, linear confinement motivated just by their mutual retard­
ed and advanced adjunct fields. 

The faithfulness of our potentials and the equations of 
motion are verified in Sec. IlIon a familiar two-component 
composite system of the category of circular-orbit models 
(Schild's problem 14) , consisting of a particle and an antipar­
ticle revolving about a common origin. We give generators of 
Poincare's group representing generally our dynamics, and, 
in application on circular orbits prescribed to the both con-
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stituents, we find that they have all expected properties of 
this type of the bound system: energy levels evaluated in 
terms of the Bohr-Sommerfeld quantization rules are very 
similar to those of a harmonic-oscillator potential for lowest 
values n at least. This model may remind us, in a most 
strongly reduced form, of a classical quarkonium in which a 
quark and an antiquark act on each other exclusively via the 
linear potentials. 

In this paper our considerations will be concerned only 
with two-particle dynamics. For this reason we shall accept 
throughout the practical notation of the famous Wheeler­
Feynman work,1 where the four-vectors of the coordinates 
of particles a and b are termed al-' and bl-', the difference al-' 

-bl-'=abl-'. 

II. ACTION PRINCIPLE AND THE LINEAR POTENTIALS 

We begin with a natural inquiry as to what description 
of interactions and motions for pointlike particles is possible 
that demands no direct use of the notion of field, which is at 
the same time well defined, economical in postulates, and 
reproduces a constant force acting among particles. The de­
scription pr~erving the mentioned properties is possible 
within the framework of the Fokker-Wheeler-Feynman ac­
tion principle. 1,6 

A. Equations of motion 

Let us consider a system consisting of two particles a 
and b, which are subjected to a direct at-a-distance interac­
tion. Equations of motion of the system in which a given 
pointlike particle interacts only with the other particle (but 
not with itself) via a constant force may be obtained from the 
variational principle 

l>S= 0, (2.1 ) 

where the action S is defined by the expression 

(2.2) 

Here ma and mb are the masses, ga and gb the coupling 
constants of the objects a and b, respectively, Aa and Ab are 
the path parameters of their world-lines, and () is the step 
function that satisfies the condition 

() {
I, if z>O, 

(z) = 
0, ifz<O. 

(2.3 ) 

We use the metric goo = - gll = - g22 = - g33 = 1 and 
let'" = c = 1. The dot on the quantities of Eq. (2.2) denotes 
differentiation with respect to the corresponding path pa­
rameter. After the variation one can let this parameter equal 
the proper time of a particle and calculate with Qi-'al-' = h I-'h I-' 
= 1. The integrals in the first two terms ofEq. (2.2), repre-

senting the action of the free particles, have to be evaluated 
over those parts of the particle trajectories that lie between 
two nonintersecting spacelike surfaces 0"1 and 0"2' The limits 
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of the double integrals (0"1) and (0"2) in the third, interaction 
term ofEq. (2.2) must be taken far enough beyond 0" 1 and 0"2 

to include all effects of anyone particle on the parts of the 
trajectories of the other particle lying between 0" 1 and 0"2' The 
sign of the interaction term is chosen such that the force 
between particles and antiparticles is of an attractive charac­
ter. 

From Eqs. (2.1) and (2.2) we obtain by variation of the 
world-line of the particle a with end points held fixed on it 
the following equations of motion (see Appendix A) : 

maiil-' =gaF(b)~(a)aV, 

where 

F(b)(X) =A (b)(X) -A (b) (x) 
pv V./J JJ,v 

(2.4 ) 

(2.5) 

is the tensor of the adjunct field produced by the particle b at 
the point x and 

f + '" 
A (b)I-'(X) = gb _ '" ()(xbPxbp )dbl-'( P) (2.6) 

is the linear Jour-potential corresponding to this field, The 
analogs of equations to Eqs. (2.4)-(2.6) can be derived also 
for the b particle by variation of its world-line, accepting the 
condition l>b( + 00) = l>b( - 00) = 0. According to Eq. 
(2.6) the expression A ~b) (a) represents a contribution to 
the potential of the considered system at the point a of the a 
particle from the all trajectory of the b particle. 

B. AAD linear potential 

From the form ofEq. (2.6) it cannot be seen, of course, 
that one is really dealing with a linear potential. Let us ar­
range, therefore, the integrand in Eq. (2.6) into a more con­
venient form. Since db I-' ( P) = hI-' ( P)d p, by performing 
an integration by parts, we obtain from Eq. (2.6) (after sub­
tracting a constant) 

A (b)I-'(a) 

= 2gb f-+ ",'" () '(abPabp )ab V( p)hv (f3)bl-'( P)d p, 

(2.7) 

where ()' is the derivative () with respect to the argument 
given in the square brackets, i.e., Dirac's l> function of this 
argument. We see thus that the integral in Eq. (2.7) leads to 
two integrals with the l> function 

f-+",'" (2rab )-I[l>(rab -abO) +l>(rab + abO)]bl-' dP, 

(2.8) 

where we have simply denoted la - bl = rab and aO - b ° 
= ab 0. Introduce now the new variable 

s± =rab =t=abo. (2.9) 

For ds we have 

ds± = ± (rab)-labVhv dp. (2.10) 

Inserting Eqs. (2.9) and (2.10) into Eqs. (2.7) and (2.8) 
and performing the integration, one finds 

A (b)I-'(X) = gb(bl-'( P)s+ =0 - bl-'( P)s_ =0)' (2.11) 

This simple formula for the potential, expressing action of 
the b particle (more correctly, a contribution from its trajec-
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tory) on the a particle at the point x, is clearly the sum of the 
retarded ( + ) and advanced ( - ) terms 

(2.12) 

the dependence of x being implicitly hidden in s ± . The in­
dices ± on the brackets in (2.12) mean that b iJ is to be 
evaluated for values of the parameter p for which s ± = O. 
Accordingly the contribution of the b particle to the poten­
tial at the point x is directly proportionate to the difference of 
its retarded and advanced positions with respect to this 
point. The mentioned difference will thus increase linearly 
with the increasing distance between the particles. The po­
tential given by Eq. (2.11) defines thus the classical relativis­
tic AAD linear potential. The formula (2.11) represents then 
a natural manner of the formulation of the classical AAD 
linear confinement. 

In this point, it can be interesting to remember the gene­
sis ofthe both related potentials: the Lienard-Wiechert and 
the just derived ones. The result (2.12), evaluated from Eq. 
(2.6), is very similar to the formula of the four-potential in 
classical electrodynamics I 

A I' (x/ ) = ek f_+ 0000 c5(X/XkXiXk,,)X1: drk' (2.13) 

determining accurately the Lienard-Wiechert potentials. 
The difference consists "only" in that the "electromagnetic" 
generalized c5(ab "ab,,) function is now replaced by the "lin­
ear" generalized O(ab "ab,,) function. The electrodynamic 
and linear potentials behave inversely towards each other 
in asymptotic regions: the potentials ofthe type (2.13) de­
crease to 0 (increase to 00 ) for r - 00 (r - 0), while those 
of the type (2.6) increase to 00 (decrease to 0) for 
r _ 00 (r - 0). A remarkable feature of our potentials is 
also that they are the velocity-independent quantities that 
depend upon x / solely implicitly through the dependence of 
Xk on the retarded and advanced values of the source path 
parameter, which depend on Xi' while the Lienard-Wiechart 
potentials depend on the position Xi both explicitly and im­
plicitly (now through Xk and Xk ).1 

C. Constraint expression for the AAD linear potential 

The potentials given by (2.6) or (2.11) will be also dis­
cussed in another of our works,13,15 however in the context 
with their constraints expressed by the form s ± = 0 it is 
needed to add a useful note. 

The spatial component of the potential (2.6), written 
briefly as 

A(b)(a) =gb(b+ - b-), (2.14) 

reads that the contribution of a source (the b particle) to the 
potential at the point a, the position of the particle a, is pro­
portional to the difference of its retarded b + and advanced 
b - positions relatively to a. It is convenient to introduce two 
vectors sand 1) (see Fig. 1), 

Sa = b + - a, 1)a = b - - a, (2.15 ) 

by the help of which we are able to express A: 

A(b)(a) =gb(Sa -1)a)' (2.16) 

According to Eq. (2.11) the zero component of A I' is 
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o 

FIG. 1. Illustration of quantities defining the AAD linear potential of a two­
body system at the point a on the world line of the particle a. 

(2.17) 

The quantities b 0 ± are constrained by the light cone condi­
tion 

(2.18) 

Let Sa and 1)a be supplemented on the four-vectors s: and 
?fa as 

S:=b iJ + -aI', ?fa=b iJ - -aI', (2.19) 

for the temporal components of which it holds: 

S~=bo+-ao=lsol, 7]~=bo--ao= -11)01. 

(2.20) 

We see thus that the AAD linear potentials can be expressed 
explicitly in terms of S: and ?fa in the following way: 

(2.21) 

The new variables must, however, consistently with the re­
quirement (2.18), obey the constraints 

£:-2 _ 2 - 0 
~ -7] - . (2.22) 

It is interesting to examine relations between dynamics built 
up on the potentials (2.21) with the constraints (2.22) and 
Dirac's constraint dynamics of a pointlike object in which 
internal dynamic variables are constrained by the condition 
of the form (2.22).15 They reveal intrinsic continuity of our 
dynamics with the theory of rotator models. 16 

D. Tensor F".v of the adjunct field 

Finally, let us determine explicitly the tensor FiJ" given 
by (2.5). To do this, we need know the derivatives of pwith 
respect to x. They can be easily computed from the light cone 
condition 

7]iJvxbiJ ( P)xb V( P) = O. (2.23 ) 

From here one has 
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/3 -I 
,I' = rl'P . (2.24) 

where r I' = 'TJ I'vxb v and P = r I' b I'. Taking into account Eqs. 
(2.5), (2.12) and (2.24) and accepting the denotation 

r[I'bv [ = ~(rl'bv - rvbl')' (2.25) 

we come to the result 

(2.26) 

Naturally, the tensor FI'v is considerably simpler than the 
same tensor electrodynamics8 and similarly this is case with 
the equations of motion. In the next section FI'v will be used 
to determine the equations of motion of a two-particle sys­
tem carrying out a finite motion with prescribed trajectories 
of its constituents. Before performing these calculations we 
notice that the general two-constituent equations of motion 
have a specific property, as a preliminary analysis shows: a 
system of delay differential equations appears in the three­
dimensional case, while in electrodynamics it appears al­
ready in two dimensions. 17 Moreover, this analysis indi­
cates 15 that even the two-dimensional equations result in the 
presence of a certain oscillatory motion in a bound system, 
which is precisely of the same category that characterizes a 
relativistic rotator. 16 

III. ENERGY SPECTRUM OF THE CIRCULAR-ORBIT 
MODEL 

Now we are trying to illuminate the physical content of 
the potential defined by Eq. (2.6) or (2.11) and the equa­
tions of motion given by Eqs. (2.4) and (2.26) on a simple 
model of the bound state of a particle-antiparticle pair. The 
model could be considered to be one of the simplest possible 
classical relativistic models of a quarkonium with no more 
than one of the basic "strong charges" of its constituents in a 
situation when the electromagnetic interaction is negligible 
and only the linear potentials are present. Within the frame­
work of this most trivial approach to quarks let us put to the 
test bound states of such a system and compute its energy 
spectrum. Since one deals here with the classical theory, en­
ergy states can be evaluated by way of the quantum rules of 
early quantum mechanics. For this purpose we give-first in 
a general form-generators of the Poincare group that de­
scribe our dynamics. 

A. Generators of Poincare's group 

We could proceed like Wheeler and Feynman in their 
classical work l and derive these generators straightforward­
ly from the equations of motion (2.4), computing infinitesi­
mal changes in the corresponding quantities. This method 
appears to be very effective and in Ref. 13 (see the following 
paper) it will be used to construct conformal conservation 
laws motivated by the AAD potentials (2.6). 

However, there is another way, too. If we explore the 
postulated expression (2.2) for the action functional in de­
tail, we find that our ansatz on S fulfills requirements posed 
on the relativistic action. The S in the formula (2.2) fulfills 
the requirement of the invariance under translations, since 
the first terms in (2.2) are not dependent on a" and bl' and 
the third term depends only on the difference ab I'. It fulfills 
also the requirement of the Lorentz in variance, because {} is a 
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function of the invariant (abl')2. Our action, therefore, 
should be invariant under the group of Poincare mappings. 
From the requirement of the invariance of S under the Poin­
care group, taking infinitesimal mappings to be xl' ---+ x',. 
= xl' + E ~xv + E I' (x = a, b), we obtain the generators of 
our system-the four-momentum PI' and the tensor of the 
angular momentum L I'v. Here the requirement that oS 
= S I - S = 0 leads to expressions involving variations of 
= E ~xv + E I' and differentiations with respect to the path 

parameters, which can be taken to be the proper times of the 
particles. Performing in these expressions offered integra­
tions by parts and using the equations of motion (2.4)­
(2.6), we derive the conserved quantities corresponding to 
the translations and "rotations," respectively [compare 
with Eqs. (l.ll) and (1.l4) of Ref. 13]: 

pl'(ao, /30) = maol'(ao) + gaA (b)I'(ao) 

+ mbb I'( /30) + gbA (a)I'( /30) 

+k(r+ OO
f{3O _[0 r+OO) 

Jao - tY.) - ooJpo 

L I'V(ao, /30) 

= al'(ao)(maoV(ao) + gaA (b)v(ao» 

- aV(ao)(maol'(ao) + gaA (b)I'(ao») 

+ bl'( /3o)(m bb V( /30) + gbA (a)v( /30» 

- b V( /3o)(m bb I'( /30) + gbA (a)I'( /30» 

+ k (Jao+ 00 da J~ooo d /3 - [°00 da L: 00 d/3 ) 

X {O(abPab
p

) (aVb I' - al'b V)oUbu 

- ~ {}(abPabp ) (oVbl' - ol'b V)}, 

(3.1 ) 

(3.2) 

where k = 2gagb and the Wheeler-Feynman denotation 
a" - b I' = ab I' was accepted. It is not difficult to show that 
[Pl'(a,/3) ]a=a", {3={30 is a constant with respect to a given 
parameter. It is simply sufficient to differentiate Eq. (3.1) 
with respect to a or /3 and use Eqs. (2.4)-(2.6). One can 
easily show that the double integral in Eq. (3.1) has for the 
component pO the meaning of the interaction energy, if one 
takes the simple case of the stationary particle interaction. In 
this case we arrive at the familiar result pO = ma + mb 
+ krab' where rab is the distance between two static parti­
cles. Thus, in the static limit, pO, given by (3.1), leads direct­
ly to the expression defining the static interaction energy of 
two quarks. The appropriate calculation confirms two im­
portant facts: the double integrals in (3.1) produce terms 
compensating the overcount of the potential energies in pO 
and, in addition, one always has to do with the two world­
line segments (due to D) that contribute to the determina­
tion of pO(ao, /30)' 

B. Equations of motion of the circular orbits 

Now we are going to use, in a manner equivalent to 
Schild 14 in electrodynamics, the equations of motion (2.4) 
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and the generators (3.1) and (3.2) to compute energy states 
for the circular-orbit model of a two-particle bound system. 
We note, in advance, that from the mentioned equations it is 
evident that even if confinement of our objects a and b is of 
the linear character, in general the appropriate equations of 
motion are of the integrodi1ferential type. Only the two-di­
mensional case leads, as emphasized in Sec. I, to the differen­
tial equations that can be solved at the point initial value 
conditions. IS In the present three-dimensional case we are 
able to find the rigorous solutions, as will be shown in a little 
while, only because we prescribe the concentric circular or­
bits, and thus total symmetry of particle trajectories. 

Let us assume thus that two particles a and b of a two­
component bound system move at first on two concentric 
circular orbits, the coordinates of which are 

aI'=(ao, - ra cos mao, - ra sin mao), 
(3.3) 

bl'=(bO,rb cosmbo, rb sinmbo), 

where m is the angular velocity ofthe particles about a com­
mon origin, which is related to the radii of the orbits and the 
speeds of the particles by Va = mra and Vb = mrb. It is con­
venient to introduce the retardation angle -0 that means the 
angle through which one particle travels in the time it takes 
light to reach it from the other particle. This angle is given by 
the positive root of the retardation relation 

-0 2 
- v~ - ~ - 2VaVb cos -0 = 0 (3.4) 

and is pictured by Fig. 2. 
We now confront our postulate that the orbits are to be 

circular with the general form of the equations of motion, 
inserting the coordinates (3.3) into Eqs. (2.4) and (2.26) 
for the a particle and into the analogical equations for the b 
particle. So we obtain six equations for the components of 
the equations of motion that, together with Eq. (3.4), give 
certain conditions on m, Va' and Vb. The straightforward cal­
culation shows that the temporal and tangential components 
of these equations are satisfied identically, namely due to 
applying the time-symmetric (J interaction (in the presence 

FIG. 2. Circular orbits of the two-particle bound pair. Points b + and b -
correspond to the retarded and advanced points, respectively. on the orbit 
of b. if a is at the point a' = - To. a2 = O. 
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of the purely retarded interaction this would not be the 
case). The radial components of the equations of motion are 

maramVa =k(-o+VaVb sin-o)-I 

X (Varb- 2 + vbra- 2 cos -0 + Vb-o sin -0), 
(3.5) 

for the a particle and 

mbrbmvb = k(-o + Va Vb sin -0)-1 

X (Vb ra- 2 + Va rb- 2 COS -0 + Va -0 sin -0), 
(3.6) 

for the particle b [here ri = (1 - v:) -1/2; i = a,b]. These 
manifestly symmetric equations, expressing the certain con­
straints on the particle speeds for the circular orbits, can 
serve together with Eq. (3.4) not only to determine m, Va' 

and Vb of the considered objects, but also as a suitable tool for 
the examination of various dynamic relations (the slow-mo­
tion and instantaneous-interaction approximations and so 
on) of this class of motions. In Appendix B we summarize 
necessary equations and their solutions for the limit case of 
the model, when one of the two particles is very heavy, such 
that it remains at a fixed position, while the other particle 
orbits around it (a H 2-atom-like model). 

c. Generators of motion of clrcular-orblt dynamics 

In terms of Eqs. (3.5) and (3.6) as well as due to the 
above zero temporal and tangential components, we find, 
from Eq. (3.1) by inserting the coordinates (3.3), the fol­
lowing result for pI': 

pi =p2=0, 

(3.7) 
pO(ao = 0, Po = 0) = mara + mbrb - km-I-o. 

The formula (3.7) shows that in (3.1) one of two potential 
energies was completely canceled by the result achieved in 
the process of integrating the interaction term. The last term 
in Eq. (3.7) can be replaced, if needed, by the expression that 
follows from Eq. (3.5) [alternatively from (3.6)], arranged 
by (3.4). So we have 

pO(O,O) = ma ra- I + mb rb- I 

- ma ra Va (1 + V~ )(Varb
2 + vbra-

2 cos-o 

+vb-osin-o)-I(~ + Va Vb cos-o) 

- mb rbVb (1 + V~ )(Vb ra- 2 + Va rb- 2 cos-o 

+va-osin-o)-I(v~ + Va Vb cos-o) (3.8) 

The energy of the two-body system bounded via the linear 
potential is thus given in the AAD theory by a more ample 
relation than the energy of two charges bounded to circular 
orbits in electrodynamics, 14 or in the scalar theory,l1 where, 
in both the cases, P ° is represented only by the first two terms 
of the type indicated in (3.8). According to (3.8) the free 
motion of the constituents (bounded at first) emerges in the 
region of the "asymptotical freedom," in the limit ra _ 0, 
rb - 0, when Va - 0 and Vb - O. For relativistic velocities 
that are sufficiently high (va -C, Vb -C), on the contrary, the 
energy tends to infinity, as expected. One readily sees that 
the last term in Eq. (3.7), representing the potential energy, 
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contributes, naturally, to both the nonrelativistic and rela­
tivistic limits. 

In the nonrelativistic limit (va <C, Vb <c, 3_ 0) we 
have, from (3.8), E = pO = Ek - maV~ - mbV~ - (ma 

+ mb )VaVb' whereEk is the kinetic energy of the system. On 
the other hand, in the relativistic instantaneous-interaction 
limit (3_ 0, Va and Vb being any relativistic velocities), Eq. 
(3.8) provides pO = maYa- 1+ mbYb- 1 - (ma Ya + mbYb) 

va Vb' Notice that because of (3.4) the behavior of 3 in the 
limit 3-0 is characterized by the formula 3- (va + Vb) 

(1 + Va Vb ) -112. It is evident that in the first of the men­
tioned cases the approximation formula for pO proves the 
validity of the virial theorem, because the radial equations 
(3.5) and (3.6) imply here maVa = mbvb. In the second 
case, however, from (3.5) and (3.6) for orbits with finite r, 
one has maYaVa = mbYbvb = kw- ' (1 + VaVb)-1/2 and 
since the last term in pO is zero in the time averaging, we 
obtain the virial theorem for our relativistic case in the form 
E = (pO) = ma (Ya- I) + mb (Yb- I ), where the symbol ( ) 
denotes time average. It turns out that exactly the same re­
sult may be reproduced for a two-body system with circular 
orbits that are bounded in the AAD theory with the poten­
tials (2.6), using, for the derivation of the virial theorem the 
conserved quantity D (see Ref. 13), the dilation scalar that is 
deduced as a consequence of scale invariance. ls,'9 

The evaluation of the components of the total angular 
momentum according to (3.2) for the circular orbits of the 
particles with the coordinates defined by (3.3) yields 

L pv = (8t8; - ~8r )L, 

where 

L = 2gw- 2(3 + Va Vb sin 3), g = Igagb I. 

(3.9) 

(3.10) 

Here we have used the above-mentioned conditions for the 
components of the equations of motion. This simple result 
for L pv is obviously one of the consequences of our exces­
sively simple model of the composite system with the regular 
behavior of its ingredients at small distances. It shows that in 
the conditions of the "asymptotic freedom" (ra _ 0, 
rb - 0,3- 0), also L disappears, as it might be expected. 

D. Energy spectrum 

Now we are able to derive the spectrum of the consid­
ered system. In the applied theory, clearly, one can use the 
Bohr-Sommerfeld conditions for quantizing L and write 
L = n. Then in the limit ma = mb = m, Va = Vb = V, and, 
for instance, ga = - gb = g from Eqs. (3.4), (3.8), and 
(3.10), the energy levels of this crude type of the "quarkon­
ium" up to the second order in vic become 

En = 2m - ~ k -2mw4n 2, (3.11) 

where k = 2g2. Next, one needs to express the angular veloc­
ity in (Eq. (3.11) in terms of fundamental constants of the 
system. Due to the relativistic approximation, accepted in 
En, to this purpose it is allowed to apply the nonrelativistic 
modifications of the corresponding equations (see Appendix 
B). Hence, taking Eqs. (3.4), (3.5), or (3.6) and (3.10) 
with L quantized in the nonre1ativistic approximation, one 
acquires immediately the sought relation 
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w = (k 2m- ln- I )1/3. 

Finally we have 

(3.12 ) 

We see that the energy spectrum tends to look like the spec­
trum of the linear harmonic oscillator. The energy levels of 
the system of the circular-orbit type with the AAD linear 
potentials appear to be similar to these of the harmonic-os­
cillator potential, but only for small n. For higher n the levels 
are shifted down relatively to the harmonic-oscillator spec­
trum and so in this case the energy spacings are progressively 
smaller. As a consequence of neglecting the fine and hyper­
fine structure in this model, the energy levels exhibit the 
structure of the Hratom-like bound system. Such a system 
can be immediately demonstrated by way of use Eqs. (3.4)­
(3.6), (3.8), and (3.10) going, for instance, to the limit 
ma - 00, Va - O. This may be seen in Appendix B, where 
we give summarily both the relativistic and nonrelativistic 
versions of equations and their solutions for this model. We 
add that one meets with the similar situation also in electro­
dynamics. 14 

IV. CONCLUDING REMARKS 

The question posed in the title of our paper obviously 
may be answered in the positive sense. Calculations of the 
previous sections have shown that the construction of AAD 
linear confinement can be carried out and, moreover, in a 
way analogical to the theory of the classical electrodynamic 
potentials. The fact that the AAD linear potentials are gen­
erated by the Lorentz invariant () function is not trivial and 
should be considered by itself one of remarkable and unex­
pected outcomes for the AAD theory. Disregarding ques­
tions connected with the possible applicability of the new 
potentials, this finding is supposed to give other motivations 
to extend the theory of direct interparticle action. In the con­
text with contemporary unification trends it could be per­
haps interesting to examine whether present dynamics sa­
tisfy requirements of gauge covariant theories,7,s what are 
conditions for passing to its Hamiltonian formulation ,4 and 
to resolving problems associated with the quantization. 

Section III was devoted to the current Schild problem 14 

of an AAD dynamics, which offers a basis for qualitative 
mimicking the properties of the long range part of the color 
force and formally allows us to give a crude qualitative 
quarklike interpretation to the potentials (2.6). This most 
trivial model of the circular-orbit-type quarkonium, reckon­
ing only with the linear potentials as the products of the () 
function action (1.1), could be, of course, "improved" by 
adding the "electromagnetic" function part to this action. In 
such a quarkoniumlike model the short-range region of the 
color force will be determined by potentials of the Lienard­
Wiechert type, while the long-range region can be deter­
mined inversely by our potentials. 

It is obvious that the question of whether quarks can be 
confined in general by the linear potential of the form (2.6) 
remains open. We must realize that in the approach consid­
ered the equations of motion (2.4) were not derived from the 
first principles by eliminating the field variables in favor of 
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the coordinates of the other particle in the complete classical 
action of chromodynamics. In addition, it is questionable 
whether the quantum counterpart ofEqs. (2.4) is a Dirac­
form equation. This modification of equations of motion, as 
it has been shown recently,20 does not admit the quarks to be 
confined by vector gluon potentials ofthe linear character. 

Nevertheless, AAD dynamics, proposed in this paper, 
appears to be interesting from the both mathematical and 
physical point of views. Moreover, here one sees again why 
dynamics a la Wheeler-Feynman is considered one of most 
convincing and aesthetical classical axiomatic relativistic 
theories of pointlike objects. The content of the present and 
following13 articles offers, we hope, sufficient evidence that 
there exists a full justification for the class of the potentials 
(2.6) in the AAD theory. It seems that there exists also 
reason to believe that they can also mean a good starting 
point for a future, more profound exploration of the quark­
sort interaction within the framework of this theory. 
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APPENDIX A: ACTION PRINCIPLE AND EQUATIONS OF 
MOTION 

We derive the equations of motion from the variational 
principle (2.1) with the action given by (2.2). We consider 
one oftwo cases: the application of 8S = ° on the a particle. 
The above variation yields 

m f + "" ~ (17 ii"ll") 1/28ii' dA. 
a _ "" aill" I"V a 

(0-2 ) 

+ gagb I I{ a~1" [8(ab Pabp ) 17l"vOI'h V]8al" 
(0-,) 

or 

(0-2 ) 

+ 2gagb f f 8'(ab Pabp )abQ 7Jl"v dal" db v 8ao-

(0-,) 

(0-2) 

+ gagb If O(abPabp ) 17l"vh v 
(0-,) 

(AI) 

where 8' denotes the derivative 8 with respect to the argu­
ment and one accepts the notation quoted in Sec. I. Next, we 
perform the integration by parts in the first and third 
members of Eq. (Al). In addition, since it holds that 
8al"(A.a = ($J) = 8al"(A.a = - ($J) = 0, one has 
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(<72 ) 

- 2gagb f f 8(ab Pabp ) (abl" daY dbv 
(0-,> 

(A2) 

replacing at the same time 0 ' by 8. We pass now to the proper 
time in which aVav = 1. Then Eq. (A2) implies 

J
+ "" 

dPal" = 2gagb daY _ "" 8(ab Pabp ) 

X (abl" db y - abv dbl")' (A3) 

where P': = ma ifYov is the momentum of the a particle. 
Equations (A3) correspond precisely to the equations of 
motion (2.4) of Sec. IIwithF~~) andA ~b) given by (2.5) and 
(2.6) , respectively, which can be uniquely verified from here 
by calculating dp 01" : 

dPal" = ma0l" da 

= gagb(al" f_+",,"" bv - ay f_+",,""hl" )O(abPabp )d/3 

J+ "" 
= 2gagbdaY 

_ "" 8(ab Pabp ) 

X (abl" dby - aby dbl")' 

APPENDIX B: LIMIT CASES OF THE CIRCULAR-ORBIT 
MODEL 

In this appendix we collect the main equations referred 
to as the circular-orbit model, specifically to its Hz-atom-like 
reduced form. 

We take the particle a to be at the rest with ma _ 00, 

Va = 0, ra = 0, and b to revolve around it. The radial equa­
tion (3.6) is now reduced to the equation 

mbYbvb = kw- I
, k = 2gagb, (BI) 

since Eq. (3.4) gives the condition t?- = Vb' The energy E and 
the quantized angular momentum (L = n) are yielded by 
the relations (3.7) and (3.10), respectively, and read 

E = ma + mbYb - krb' (B2) 

L = kW- 2
Vb = n. (B3) 

The nonrelativistic versions of Eqs. (Bl)-(B3) are the fa­
miliar forms 

mbrbw2 = k, 

E=!mbv~ -krb' 

(B4) 

(BS) 

(B6) 

FromEqs. (B4)-(B6) and the formula Vb = rbw,oneimme­
diately obtains the characteristic parameters of the nonrela­
tivistic model: 

rb = (k -lm- 1n 2 )1/3, w = (k 2m- 1n-1)1/3, 

Vb = (km- 2n)1/3, E" = -! (k 2m- 1n 2 )1/3. (B7) 

Also the relativistic equations (Bl)-(B3) are soluble. 
They lead, however, to the cubic equation for Vb: 
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m~v~ + nkv~ - nk = O. (B8) 

Supposing b to be a sufficiently massive particle (and accept­
ing then only the real solution), one finds 

E=ma +mb(1-v~)1/2, 

(i) = (kn-I)1/2v~l2, rb = (k -In )112vb-ll2, (B9) 

Vb = s1/3(d + D 112) 1/3 + (d _ D 1/2) 1/3 - s/3, 

whered = 2- 1 
- 3-3~,D = 2-2 

- 3-3S2, ands = km-2n. 
It is evident that in the approximation up to (VIc)2 the 

relativistic formula for E is reduced to completely simple 
expression 

En =ma +mb -! (k 2m- In2)1/3, 

close by its structure to the energy spectrum of the more 
general model investigated in Sec. III [compare with the 
formula (3.12)]. 
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Action-at-a-distance linear potentials and conformal conservation laws 
J. Weiss 
Department of Physics. Slovak Technical University, 81231 Bratislava, Czechoslovakia 

(Received 1 August 1985; accepted for publication 28 October 1985) 

As a consequence of invariance under the full conformal group of transformations, 15 proper 
conserved quantities are derived for the system of two massive particles interacting via classical 
action-at-a-distance linear potentials that have been found in the preceding paper [J. Weiss, J. 
Math. Phys. 27, 1015 (1986)] in terms of the step () function Lagrangian. 

I. INTRODUCTION 

In the previous paper! we have derived on the basis of 
the action-at-a-distance (AAD) theory a new type of poten­
tial that reminds us by its genesis of the origin of the known 
electrodynamic Lienard-Wiechert potentials. Applying the 
Fokker-Wheeler-Feynman approach,2 known from classical 
AAD electrodynamics, to an action functional, defined in 
terms of the relativistically invariant Heaviside step function, 
we have found the AAD class of potentials exhibiting linear 
confinement. The AAD linear potentials A are defined as 
follows!: 

(1) 

In (1) () is the step function and it is used here with the 
Wheeler and F eynman notation 2 of Ii' (a) and b Il (f3) for the 
four-vectors of the coordinates of particles (a and b) of a 
two-component system and all - b Il = ab Il for their differ­
ence. In the preceding work! it was shown that the formula 
( 1) yields actually the linear potentials, expressed by way of 
their retarded A + and advanced A - components, 

A (b)Il(X) = !(A (b)ll+ (x) +A (b)ll- (x»), (2) 

with 

A (b)ll+ (x) =gbb ll (f3)s+ =0' 

A (b)Il-(X) = -gbb ll (f3)s_=o, 
(3) 

where a and f3 are the particle proper times and the depen­
dence of A on x is given implicitly in terms of the quantities 
s± : 

(4) 

In this sense, the potentials that are defined by Eq. (1) or 
Eqs. (2)-(4) represent in the relativistic region, where the 
retarded and advanced effects ofinteractions are not negligi­
ble, the linear-potential analogies of the well-known Lien­
ard-Wiechert potentials. They are as created in terms of the 
Heaviside () function as the LUmard-Wiechert potentials in 
terms of the Dirac {j function. Some of properties of these 
potentials were analyzed in Ref. 1, others will be discussed in 
this article. 

In Ref. 1 we have proved that the potentials ( 1) can be 
successfully examined on familiar two-constituent systems 
such as circular-orbit models of the bound particle pair 
(Schild's problem3

). To this aim it has been necessary to find 
the generators of the Poincare group that characterize dy­
namics with our potentials. The generators of Poincare's 

group--the momentum pll and the angular momentum L IlV 
-together with the dilation scalar D and the conformalfour­
vector K (see below) form the IS-parameter conformal 
group, which is an O( 5, 1 ) group of invariances of the Yang­
Mills theory4 and hence a relevant group of coordinate trans­
formations required by contemporary field theories. 

Our AAD dynamics is obliged to satisfy main require­
ments imposed on a consistent relativistic theory, exactly 
like AAD electrodynamics, i.e., it must be invariant under 
the full conformal group. Consequently, the potentials (1) 
must produce all IS of above conserved quantities. In this 
paper we link to results of the previous work! and try to 
derive the complete set of these quantities corresponding to 
the AAD linear potentials. 

Starting with the classical works of Wheeler and Feyn­
man2 up to recent outcomes achieved by Stephas and von 
Baeyer,S the development of AAD theories has shown suc­
cessively (for more details on the problem see Refs. 5 and 6 ) 
that the conformal conservation laws can be constructed for 
the Lienard-Wiechert as well as for scalar potentials. For 
both classes of potentials the input tool underlying calcula­
tions is a Lagrangian with the Lorentz invariant Dirac {j 

function, the argument of which is the square of the distance 
between a source and an observer. In the case of the AAD 
linear potentials the Lagrangian is formed, as emphasized, 
by the Heaviside step function () of the same argument. ! 

To avoid tedious evaluations, accompanied by methods 
that escape metrics, we use a reliable and flexible method, 
elaborated by Wheeler and Feynman,2 convenient also for 
our purposes. It consists in computing infinitesimal changes 
in the investigated quantities and in applying appropriate 
equations of motion. 

II. MOMENTUM 

We begin from the definition of the canonical momen­
tum P: associated with the particle a. It reads 

P:(a) = mait'(a) +gaA (b)ll(a) , (5) 

ma being the mass ofthe a particle and A (b)ll(a) is the po­
tential produced by the particle b and experienced by a at the 
proper time a. Now, the change of P: in the interval of 
proper time da due to action of the b particle is straightfor­
wardly 

dP:(a) = (maQJ'(a) +gaA (b)ll(a»)da, (6) 
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where the dot on the quantities denotes differentiation with 
respect to the proper time. Taking into account the equa­
tions of motion 

mail' =goF(b)~(a)aV, 

where 

F(b)(X) =A (b)(X) -A (b) (x) 
J.''' V.1l IL.V 

(7) 

(8) 

and th~ potentials A ~b) are given by (I) and arranging the 
term A (b)1-' by making use of the obvious relation 
daV(a) = aV(a)da, one obtains 

J
+"" 

dP~ = 2gagb _ "" 8(ab Pabp )abl-'aVhv da d/3. (9) 

In Eq. (9) the Dirac 8 function replaces the Heaviside () 
function differentiated with respect to the indicated argu­
ment (8 = () '). Precisely the same result with the negative 
sign is found, if one uses the formula for p~ and carries out 
the analogous procedure as above. Thus, an interchange of 
the roles of both particles in the integrand of (9) results only 
in the change of its sign. This could be expected, of course, 
following the form of (9), too. The expression (9) defines 
the infinitesimal value of the momentum transfer. Due to the 
presence of the delta function in this relation the b particle 
acts on a (and vice versa) exclusively through both retarded 
and advanced forces. Moreover, as it is seen, the relativistic 
law of action and reaction holds, which ensures that the mo­
mentum transferred from a to b via retarded forces is equal 
in magnitude and opposite in sign to the momentum trans­
ferred from b to a via advanced forces over the same infinite­
simal world-line intervals (and inversely). Owing to these 
properties embedded in (9), if we then choose two values ao 
and /30 of the proper times on the appropriate world-lines 
and compute finite contributions to the total pI-', we are al­
ways led to two world-line segments (from a+ to a- and 
from /3 + to /3 - ). Consequently, the interaction momentum 
P~ can be written in the form 

P~ =kU:"" da f~"" d/3- [O""da lo+ "" d/3) 

x8(ab Pabp )abl-'a"h" , k = 2gogb , (10) 

which demands the integrals in (10) to be evaluated over 
finite segments ofthe world-lines and demonstrates the law 
of action and reaction. 

So we arrive at the first of four generators of Poincare's 
group-the conserved total momentum 

PI-'(ao,/3o) 

=P~ +P~ +P~ 

= moal-'(ao) + goA (b)l-'(ao) 

+ mbbl-'(/3o) + gbA (a)I-'(/3o) 

+ k U: ""da f~o"" d/3 - [0"" da 1+ "" d/3) 

x8(ab Pabp )abl-'aVbv . (11) 

It is easy to show that [PI-' (a,/3) ]a = a..P=p)s a constant 
with respect to a given proper time. One needs only differen­
tiate Eq. (11) with respect to a or /3 and use Eqs. (1) and 
(7) and (8). 
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III. ANGULAR MOMENTUM 

We proceed as in the previous case. It is sufficient to 
calculate the change of L ~"in the interval of the proper time 
in order to obtain L ~". If one writes L ~" to be 

with P~ given by (1.5), then evidently 

dL~" = ga (al-' A (b)" - a"A (b)1-' + al-'auA (b)u." 

_ a"auA (b)uoll ) da . 

(12) 

(13) 

In ( 13) we have used again the equations of motion (7) and 
(8) and the same arrangement concerning the terms with 
A (b)1-' as above in computing P~. Next, substitute (1) into 
(13) and make the analysis of integrals entered. One finds 
properties of the integrals to be similar to those discussed in 
the case of the momentum. This implies immediately the 
expression for the interaction term L ~". It is involved in the 
second set of the Poincare group generators consisting of six 
antisymmetric tensor components of the conserved total an­
gular momentum: 

L 1-''' (ao,/3o ) 

= L ~" + L ~v + L ~" 

= (al-'P~ -a"P~)ao + (bl-'P'b -b"P~)flo 

+ k (1: "" da f~o"" d/3 - f:o"" da {+ "" d/3 ) 

X {8(ab Pabp )(aVbl-' - al-'b V)aUhu 

+ !()(abPabp ) (al-'h" - a"hl-')}. (14) 

In the preceding paper the generators (11) and (14) 
have been derived from the requirement of the invariance of 
the action with the step function Lagrangian under the Poin­
care group of infinitesimal mappings [compare with Eqs. 
(3.1) and (3.2) of Ref. 1]. The fact thatLI-'''of (14) is an 
integral of motion can be verified straightforwardly: one car­
ries out the differentiations with respect to a o and/3o in (14) 
and takes into account Eqs. (1), (7), and (8). 

IV. DILATION SCALAR 

So far, we have considered the conserved quantities that 
form the ten-parameter Poincare group as a subgroup of the 
full conformal group. One of special conformal transforma­
tions belonging to the full conformal group is the one-param­
eter dilation transformation. This transformation changes 
the scale of the space-time interval, but does not change the 
geometry of particle orbits. The corresponding conserved 
quantity is the dilation scalar D. It is defined in the following 
way: 

D=zl-'PI-" (15) 
where zI" is the coordinate of a particle and pI-' its canonical 
momentum. In AAD electrodynamics of the Wheeler and 
Feynman type, D has been found by Andersen and von 
Baeyer.7 

For potentials of the class ( 1 ), D can be readily deduced 
by the method under consideration. We omit details and give 
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only the result achieved from the infinitesimal change of 

Da = ct'P ap: 

dDa = ma + k f-+ 0000 8(ab Pabp )abl-'(al-' + bl-') 

Xa"h" da dfJ. (16) 

It is evident that the conservation of D requires, conformably 
to electrodynamics,7.s the inclusion of a mass term. In Eq. 
(16) ma is created by the term P~al-' provided (5) and the 
condition iJl-'al-' = 1 hold. 

The interaction dilation D] then has the form 

D](ao,fJo)=k(l~OOda f~ooodfJ- [Oooda L~oodfJ) 
x8(ab Pabp )abl-'(al-' + bl-' )a"h" 

(17) 

consistent with the requirement for the total scalar D, 

D(a,fJ) = P~ (a)al-' (a) + P~ (fJ)bl-' (fJ) + D] (a,fJ) , 
(18) 

to be conserved. One can show that the dilation ( 18) with D] 
by ( 17), used in the deduction of the virial theorem, leads for 
finite and closed orbits to a resule that is identical with that 
yielded by electrodynamics. 7 

V. CONFORMAL FOUR-VECTOR 
Finally, it is necessary for us to deal with the four-pa­

rameter special conformal transformation that is represent­
ed by the conformal vector K 1-', reducing in the case of a two­
component system to the expression 

KI-' = 2aI-'P~a" - P~a"a" + 2bI-'P'bb" 

-P~b"b,,+Kj, (19) 

where the interaction term is termed K j. The K I-' vector does 
not seem to have a fixed interpretation yet.s It is not ruled 
out that it means a generalized coordinate-dependent dila­
tion. For the massless scalar and vector (electromagnetic) 
potentials, when both time-symmetric and time-asymmetric 
interactions are present, the K have been evaluated by Ste­
phas and von Baeyer. S 

The path, sketched by Wheeler and Feynman2 and ap­
plied now to the linear potentials ( 1 ), proposes first of all the 
construction of the infinitesimal change in K ~. We have 

dK~(a) 

= 2maal-' + k f_+oooo {O(abPabp)(al-'h" - hl-'a,,)a" 

+ 8(ab Pabp) [(al-' + bl-')a"a" 

- 2al-'b "b,,] aUhu }da dfJ , (20) 

where the relation (1) is used together with its equivalent 
version! 

obtained by performing an integration by parts. To deter­
mine Kj we need to symmetrize the integrand in (20) and 
recast available integration. One finds 
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Kj=gagbU+oo da ~ dfJ-[O da (+oo dfJ) 
<Zo J - 00 - 00 JPo 

X [O(abPabp)(iJI-'h" - hl-'a")(a" + bv ) 

+ 8(ab Pabp )abl-'(aVa" - b "b" )aUhu ] 

- gagb(f_+oooo da f~ 00 d{3 + [°00 da f_+oooo d{3 ) 

X {O(abPabp )ab,,(al-'h " - hl-'a") 

+ 8(ab Pabp) [(al-' + bl-')(a"a" - b "b,,) 

+ bl-'a"a - al-'b "b ]aUb } 
" "u 

- 2ma [°00 al-' da - 2mb 1°00 bl-' d{3. (21) 

Additionally, the validity of conservation of the total 
vector K 1-', defined by (19) and (21), can be verified by 
analogy with the previous constants of motion. 

VI. CONCLUSIONS 

Thereby we have saturated the set ofthe conformal con­
servation laws and proved that AAD dynamics with the lin­
ear potentials is invariant under the full conformal group of 
transformations. Consequently, we can say that within the 
framework of the AAD theory the existence oflinear poten­
tials (1) is generally secured. 

The meaning of the derived conserved quantities will be 
perhaps more apparent in the further development of AAD 
theories. One sees today that gauge covariant theories here 
could have a real chance to give appropriate motivations. As 
noted above, the possibility of applying the generators pI-' 
and L 1-''' has been already transferred on the certain quark­
like, but very crude, footing, and the typical Schild problem3 

of circular-orbit motion has been explored in the previous 
paper! in continuity with the new potentials. Now we extend 
the set of conservation laws for this excessively simple model 
of a "quarkonium" to the conserved dilation. The D rescales 
the size and is calculated in this model to be zero, as expected. 
The verification of this result is straightforward and de­
mands to use the obvious identity 

ma {+oo da= [maraa0(1-v~)]ao 
Jao 

(and similar for b) having an impact on the elimination of 
the mass term in (17). 
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If E is an eigenvalue ofthe quantum-mechanical Hamiltonian H = !a + VCr) in N spatial 
dimensions, then large-N theory, the potential-envelope method, and scale-optimized variational 
energies all lead to quasic1assical approximations having the same form given by E(a) 
= minr>o [!ar- 2 + V(r)], where a depends on thequantumnumbersandonN. Energy bounds 
provided by the envelope method allow us to prove that in many cases the large-N results are 
lower energy estimates. For pure power-law potentials all these energies approach the exact 
eigenvalue in either of the limits 1_ 00 or N - 00. 

I. INTRODUCTION 

The purpose of this note is to point out some connec­
tions between certain aspects of the large-N approxima­
tion 1-3 and the potential-envelope method4.5 in quantum me­
chanics. The common problem domain for these two 
theories is the approximation of the discrete spectrum of 
Schrodinger Hamiltonians given by 

H= -!a+V(r), r=lrl, rERN. (1.1) 

These approaches both lead to approximations for the eigen­
values having the general form 

E(a) = min [!ar- 2 + VCr)], a>O, (1.2) 
r>O 

where a is kept constant during the optimization process but 
depends on the quantum numbers of the eigenvalue and on 
the number N of spatial dimensions. 

It is important to realize at the outset that the observa­
tions we are able to make concern only a part of large-N 
theory. This theory originated in the area of critical phenom­
ena,1 it has been revived and driven by the needs of contem­
porary field theory,2 and has recently grown an offshooe 
devoted to the approximation of Schrodinger eigenvalues. 
Our remarks pertain overtly only to a portion of this last 
area. On common ground the two approaches can be com­
pared easily because their results are expressed in terms of 
the same quasic1assical form (1.2). Since potential enve­
lopes yield energy bounds it is possible to use these results to 
analyze the relationship between the large-N approximation 
and the corresponding exact eigenvalues. For the class of 
quark-quark potentials that are convex transformations of 
the Coulomb potential, we are able to prove that the large-N 
approximation generates lower estimates to the correspond­
ing exact energies. 

II. POTENTIAL ENVELOPES 

The method of potential envelopes derives from a very 
simple idea. We suppose that Schrodinger's equation can be 
solved for the eigenvalues ~ nl (v) of the Hamiltonian 
-!a + vh(r). We then consider the eigenvalues Eofa new 

Hamiltonian given by 

H = -!a + VCr), VCr) =g(h(r»), (2.1) 

where the transformation function g(h) is monotone in-

creasing. Tangent lines tog(h) are therefore shifted h-poten­
tials of the form g(k) - kg' (k) + g' (k)h(r) and these po­
tentials lead to exact SchrOdinger eigenvalues given by 

E = g(k) - kg'(k) + ~ n/(g'(k»), (2.2) 

where k = h (t) is the point of contact between g(h) and its 
tangent. If g(h) is convex, then it lies above its tangents and 
the min-max characterization of eigenvalues implies that 
E<Enl ; similarly, if g(h) is concave, then E>Enl . The final 
step in the derivation is to optimize these lower or upper 
bounds with respect to k. This theory has been generalized 
and refined and is described in detail in Refs. 4 and 5. What 
follows is a very brief derivation tailored to the present appli­
cation: for simplicity, the quantum-number labels are omit­
ted. 

We consider the critical points of (2.2) given by dE / 
dk = O. Sinceg" (k) #0, we can cancel this factor and obtain 
the critical equation given by 

k = g"(g'(k»). (2.3 ) 

This suggests that we set v = g' (k) and look at a new energy 
function given by 

E= g'(v) - vg"(v) + g(g"(v»). (2.4) 

For the potential generators her) that we shall use (and 
more generally, t004), the trajectory functions g'(v) are 
concave so that the factor g''' (v) can be canceled from dE / 
dv = 0 to yield the critical equation 

v =g'(g"(v»). (2.5) 

It follows that the critical values of E obtained from (2.2) 
and (2.4) are the same. In a final Legendre transformation 
we set 

K(r) = g'(v) - vg"(v), her) = g"(v), (2.6) 

so that g(g"(v») = g(h(r») = VCr) and the energy formula 
now becomes 

E = minr>o [K(r) + V(r)]. (2.7) 

The point of these transformations is to bring VCr) directly 
into the equation so that one can know approximately how 
the eigenvalues depend on the various parameters of the po­
tential. If the potential generator h (r) is a simple power law 
of the form 
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h(r) = sgn(q)y'1, q> - 1, q#-O, (2.8) 

then by scaling arguments we know that the trajectory func­
tion ~ (v) has the corresponding form 

~(v) = sgn(q)Qv2/(2+q), Q>O. (2.9) 

It now follows from (2.6) that in these cases the kinetic­
energy function K(r) is given explicitly by 

K(r) = !ar-2, a = iqi [2Q 1(2 + q)] (2+ q)/2. (2.10) 

Thus for problems in which the potential generator h (r) is a 
pure power-law potential [the potential V(r) itself, how­
ever, is not required to be a power law] the prescription for 
the energy bound always may be expressed in the form 

E(a) = min[~ar-2 + V(r)], a> 0. (2.11) 
r>O 

Equation (2.11) implies that dE Ida = !r(a) -2 > 0, where 
r(a) is the critical value of r. Consequently, approximations 
generated by various different values of a are ordered in the 
same way as are the a's. Since the elementary ordering result 
just established will be so important for the various compari­
sons we shall make, we elevate it to the status of a lemma and 
write it as follows. 

Ordering Lemma: 

dE =~r-2>0. 
da 2 
The form (2.11) is firmly established as the key energy 

formula oflarge-N theory. We are able to comment on this 
theory precisely because our geometrical results also can be 
represented this way. In our earlier work the optimization 
variable was chosen to be the mean kinetic energy 
s = K(r) = !ar-2. However, in (2.11) and in what follows 
we express the results we need in a notation that is in har­
mony with the conventions adopted in large-N theory. The 
use of r as an optimization parameter and the retention of the 
vestigial factor of! in the kinetic-energy term are both conse­
quencies of this policy. 

The potential-envelope method requires exact solutions 
on which to build. In N spatial dimensions exact solutions 
are not as abundant as they are for N = 1 or for N = 3. Two 
soluble problems that we do have at our disposal are the 
hydrogenic atom and the harmonic oscillator. The exact 
eigenValues for these problems are given by 

V(r) = -vlr-+ ~nl(V) 

= -!v2[/+n+!(N-1)]-2, N>2, (2.12) 

V(r) = vy2 -+ ~ nl (v) = (2v) 1/2[1 + 2n + !N]. (2.13) 

The square of the total orbital angular momentum is given 
by L 2 = l(l + N - 2), where 1 = 0, 1,2,3, ... ,and the ra­
dial quantum number has values given by 
n = 0,1,2,3, .... The eigenvalues are monotone nonde­
creasing in n and, so labeled, they each have an "azimuthal" 
degeneracy, which, in general, depends in a complicated way 
on 1 and N, but for the familiar case N = 3 is equal to 21 + 1. 
We except the Coulomb potential for N = 1 because this 
curious problem has features that are not in harmony with 
our main purpose. 

By comparing these two formulas with (2.10) we can 
find the values of Q and hence the values of a to be used in 
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(2.11). We have therefore 

V(r) =g( - 1/r) -+al = [l + n +!N - !f, 
V(r) = g(y2) -+ a 2 = [I + 2n +!N ]2. 

(2.14 ) 

(2.15 ) 

Since the energy minima E(a) given by (2.11) are mono­
tone in a we have from (2.14) and (2.15) that 
E(a l ) <E(a2)· 

Various eigenvalue bounds now immediately follow. 
For example, suppose the potential V( r) has a dual Coulom­
bic-harmonic envelope representation of the form 

V(r) = gO)( _ 1/r) = g(2)(y2), (2.16) 

where gO) is convex on ( - 00, 0) and i 2
) is concave on 

(0, 00). Then, by substituting, respectively, (2.14) and 
(2.15) into the minimization formula (2.11 ) we immediate­
ly obtain lower and upper bounds on each of the eigenvalues. 
In either of the limits 1 -+ 00 or N -+ 00 the ratio of these two 
bounds approaches unity. This dual class of potentials in­
cludes the quark-quark type of potentials given by 

V(r) = - air + b log(r) - c!(d + r) + er + jy2, 
(2.17 ) 

where the non-negative constants {a bed e J} are not all 
zero. It is very convenient to be able to treat whole families of 
problems like this with a single formula and it is a welcome 
bonus to obtain energy bounds at the same time. Numerical 
results for spatial dimensions N = 1, 3 (and for the many­
body problem) may be found in Refs. 4 and 5. 

III. THE LARGE-N APPROXIMATION 

As we mentioned in the Introduction we by no means 
look at all aspects of the large-N approximation. We focus 
attention on those immediate results for simple central po­
tentials for which we are able to provide independent and 
comparable data by the use of potential envelopes. The radi­
al part of the N-dimensional Schrodinger equation generated 
by the Hamiltonian H = -!a + V(r) may be written 

[ -~ {~+ (N-l)r-I~} 2 dy2 dr 

+ + l(l + N - 2)r-2 + V(r) ]",(r) = E"'(r). (3.1) 

If the radial wave function "'(r) is now factored in the form 
"'(r) = r- O/2)(N-I) R(r), then (3.1) becomes 

- !R "(r) + [! .8r-2 + V(r)]R (r) = ER (r), (3.2) 

where the parameter.8 is given by 

.8= [/+!(N-1)][/+!(N-3)]. (3.3 ) 

For large values of Nit can be argued that the kinetic-energy 
term -!R "(r) is dominated in magnitude by the term in.8 
so that, in these cases, an approximation to the energy at the 
bottom of the angular-momentum subspace (labeled by I) is 
provided by 

EOl=E(,B) = min[!.8r-2 + V(r)]. (3.4) 
r>O 

This is the large-N approximation that we consider in this 
paper. The literature3 indicates a variety of modes of devel­
opment after this initial step. The general goal is to obtain an 
expansion in terms of the variable liN. To this end V(r) is 
sometimes replaced by V(9rIN2) and analytical methods 
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are used to estimate the coefficients in the resulting energy 
expansion. However, since we are no longer able to follow 
these various paths with our envelope bounds, we stop at the 
first step (3.4). 

Since the envelope results and the large-N results follow 
from identical prescriptions, (2.11) and (3.4), and since, as 
we pointed out in Sec. II, the energies are monotonic in the 
kinetic-energy parameter, comparisons hinge on the relative 
values of a and p. The strongest statement we can make 
concerns the class of potentials that are convex transforma­
tions of the hydrogenic potential. We shall call these convex­
Coulombic potentials and they are defined by 

V(r) =g( - l/r), (3.5) 

where the function g is monotone increasing and convex on 
( - 00,0). This family is quite broad for it includes the 
quark-quark potentials (2.17) along with any potential that 
is an increasing convex function of r. If we set n = 0 and 
compare a l in (2.12) with P in (3.3) we see that P <a l • 

Consequently we have the inequalities 

E(P) <E(al)<Eo/ ' (3.6) 

For the entire class of convex-Coulombic potentials, there­
fore, we know that the large-N approximation leads to a 
lower bound to the exact energy; this bound is weaker than 
the lower bound provided by Coulomb potential envelopes. 
Meanwhile both of the approximations are given by the same 
quasiclassical energy formula. 

If the potential is convex-harmonic given by 

V(r) =g(rZ), (3.7) 

where g is monotone increasing and convex, then by similar 
reasoning we find 

E(P) <E(al ) <E(a2) <E0/ ' (3.8) 

Thus, for more rapidly increasing potentials like quartic an­
harmonic oscillators V(r) = ArZ + Br4 with A and B posi­
tive, the large-N approximation is pushed still further below 
the exact energy. 

IV. POWER-LAW POTENTIALS 

So far in this paper we have used power-law potential 
generators h(r) but the potentials V(r) themselves have 
been restricted only to the rather broad classes of transfor­
mations of the generators. Lieb6 sought to find in classical 
terms both upper and lower bounds on the partition function 
of certain quantum spin systems. Although we are only deal­
ing with the one-body problem in the present paper, we now 
try to bound the exact quantum mechanical energies for pure 
power-law potentials by the quasiclassical energy form that 
is common to three different approaches to the problem. 

Throughout this section we suppose that the potential is 
given by the pure power law: 

V(r) = sgn(q)vr q, q> - 1, q=tO. (4.1) 

The generic energy form we are using in this paper, that is to 
say, 

E(a) = min[!ar- 2 + V(r»), (4.2) 
,>0 

now can be written explicitly as the function E(a), where 

E(a) = aq/(q+2)lqvI 2l(q+2){! + l/q}. (4.3) 
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We have already obtained two general results that apply 
to this particular problem. First, since V( r) is a convex func­
tion of the Coulomb potential h (r) = - l/r, we can use the 
envelope lower bound given by (2.11), that is, 

E(a) <Enl' a = [1 + n +!N -!V (4.4) 

Second, we have the large-N approximation (3.4) for the 
bottom of the spectrum in each angular-momentum sub­
space (n = 0), that is to say, 

E(Pk:40/ , P= [1+!(N-l)][/+!(N-3»). 
(4.5) 

Thus, for the bottom of each angular momentum subspace, 
we have, by the ordering lemma, that 
(P <a) ~E(P) <E(a); also the ratio of E(a) toE(/J) ap­
proaches 1 for either of the limits 1- 00 or N - 00. All we 
need to do now is to find an upper energy bound. 

An upper bound for the bottom of the spectrum in each 
angular momentum subspace is conveniently found with the 
aid of a variational trial function of the form 

t/J(r) =r1exp( _r2Iu 2), (4.6) 

where u is a variational parameter. If we apply t/J(r) in the 
Rayleigh quotient (t/J, Ht/J)/(t/J, t/J) and then perform theop­
timization with respect to u, we find that the result can even­
tually be reworked into the standard large-N form (4.2), 
(4.3), with 

E0/<E(y), 

y = (rlu)2{1 + !N} 

= [r(1 +!N + !q)/r(1 + !N»)21q{1 + !N}, (4.7) 

and where the r in (4.7) is the critical value arising from 
(4.2). 

Now we can collect all our results for n = 0 into the 
following inequalities: 

E(large-N) = E(P) <E(a)<E0/<E(y), (4.8) 

where E 01 is the (unknown) exact energy. It is clear from the 
expressions (4.4), (4.5), and (4.7) for (a,p, y) that in ei­
ther limit 1_ 00 or N - 00, all three energy estimates ap­
proach the exact energy E 01' This is the best we can do in 
general with these methods for the pure power-law problem 
in N spatial dimensions [the lower bound (4.4) applies to all 
the eigenvalues) . 

V. CONCLUSION 

The main point of this article is to say something definite 
about the quality of the large-N approximation. That the 
method often leads to lower energy estimates already may 
have been observed numerically but it is useful to have defi­
nite information about this, even in a restricted environ­
ment. The neglect of the positive-definite term -!R" (r) 
certainly suggests a lower estimate but this observation does 
not account for possible side effects introduced by the quasi­
classical approximation; this reservation is particularly ger­
mane for finite N. 

Our upper and lower bounds for the energies of the 
problem with pure power-law potentials determine the exact 
eigenvalues asymptotically for n = 0 and in the limits I - 00 

or N _ 00. These bounds and the "exact solutions" that 
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they determine may provide useful test examples for large-N 
theory. The extension of some of these results to the problem 
of v>3 identical particles interacting by pair potentials is 
straightforward if one applies the methods of Ref. 4. 
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On the basis of a radial generalization of the JWKB quantization rule, which incorporates higher 
orders of the approximation, an explicit analytical formula is derived for the energy levels of the 
three-dimensional quartic anharmonic oscillator. The formula exhibits the scaling property of the 
exact eigenvalues, and is readily generalized to any dimension. Together with the Hellmann­
Feynman theorem, it yields the values of the diagonal moments ofrk. The predicted energies and 
moments are in excellent agreement with known numerical results. 

I. INTRODUCTION 

The JWKB approximation is a well-known nonpertur­
bative technique for computing energy eigenvalues in quan­
tum mechanical bound-state problems. In the lowest order 
of the approximation, one obtains the Bohr-Sommerfeld en­
ergy quantization rule (with n replaced by n + !). This stan­
dard textbook prescription is generally satisfactory insofar 
as one needs only a first estimate. In many cases of interest, 
the accuracy of the computed energy values can be signifi­
cantly increased by including corrections to the Bohr-Som­
merfeld rule that arise when the higher orders of the approxi­
mation are considered. In the context of one-dimensional 
problems, Dunham I showed long ago how this could be 
done. His elegant analysis resulted in a quantization rule 
that may be termed exact in the sense that it takes into ac­
count all orders of the approximation. Several authors2

-4 

have applied Dunham's method to calculate energy eigen­
values for different potentials in one dimension. It has been 
found that, when sufficiently high orders are included, very 
high accuracies (1 in 1015) are attainable. A nice feature of 
the Dunham formula is that it is expressed in terms of com­
plex contour integrals over a closed curve. Consequently, all 
the higher-order JWKB integrals are well defined, and one 
has the freedom to simplify them considerably before actual 
evaluation. 

The extension of the JWKB approximation to three­
dimensional problems with spherical symmetry is not entire­
ly straightforward, even in the lowest order. This fact has 
been known for a long time. The problem is compounded if 
one seeks to incorporate higher orders. The difficulties in­
volved are traceable to the presence of the centrifugal barrier 
term in the SchrOdinger equation, and the related require­
ment that the reduced radial wave function should vanish as 
,; + I at r = O. Any generalization of the JWKB method to 
radial problems must yield this correct behavior of the wave 
function near the origin. At least two approaches are known 
for extending Dunham's JWKB formalism to three dimen­
sions that meet the above criterion. In the method of Beckel 
and Nakhleh,s which has been further studied by Froman 
and Froman,6 and by ourselves,7 one modifies the effective 
potential in the radial problem, treating the strength of the 
centrifugal barrier as an adjustable parameter. In the other 
method, developed by Krieger and Rosenzweig,8 one per­
forms a Langer transformation9 by which the radial problem 

is turned into a truly one-dimensional eigenvalue problem, 
to which the original Dunham method is applied. The equiv­
alence of the two methods has been recently discussed by 
Us.1O As in one-dimensional cases, when higher-order cor­
rections are included in the JWKB treatment of radial eigen­
value problems, the accuracy of the computed energy values 
increases appreciably. We have demonstrated this in the case 
of the potential V( r) = r4 by including corrections up to the 
fourth order. 10 

In the present work we apply the JWKB formalism of 
Krieger and Rosenzweig to the anharmonic oscillator 
(AHO) characterized by the potential VCr) = !alr + a2r4, 
a l,a2 > O. Our principal objective is to derive an explicit ana­
lytical formula for the energy eigenvalues of the AHO. We 
take into account the lowest, the second, and the fourth or­
ders of the approximation. By a suitable expansion of the 
higher-order terms in the quantization condition, we show 
that it can be put in the form 

3 8 
n+_=W3/4 L CkW-kI2+0(W-IS/4), 

2 k=O 

where n is the principal quantum number and W is the ener­
gy. The coefficients Ck are functions of I, aI' and a2' which 
can be determined exactly. By inverting this series, we obtain 
an explicit formula for the energy levels. A by-product of the 
energy formula is that we can derive expressions for the diag­
onal moments (rk), with the use of the Hellmann-Feyn­
man theorem. II The computed energy values and the mo­
ments are found to be excellent when compared with 
accurate numerical values for these computed by Bhar­
gava. 12 As shown in the text, our formula could be trivially 
extended to the case of the AHO in d dimensions. 

II. THE JWKB QUANTIZATION RULE 

Consider a particle of unit mass moving in a central 
potential VCr) that has a single minimum at a positive value 
of r and satisfies the condition r V( r)-o as r-o. The bound 
state energies of the particle may be determined from the 
JWKB quantization rule, which in the fourth order of the 
approximation can be written as 

(2n, + 1)1T = J o + J2 + J4 , 

where 

Jo = Ji f dr r- IF I
/2, 

(1) 

(2) 
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with 

F(r) = r[E - V(r)] - (/ + P2/2, 
and 

- ~ f dr r F-5/2 (F')2, 

_ Ji J. dr[49rF-11/2(F')4 
8192 j 

- 16F-
7/2

F'(r ~rF] . 

(3) 

(4) 

(5) 

In the above F' stands for dF /dr, and Jo, J2, and J4 are the 
contributions coming from the lowest, the second, and the 
fourth orders of the JWKB approximation. 8 These JWKB 
integrals are contour integrals in the r plane over a closed 
curve, which encloses a cut along the real axis between r = a 
and r = b, a and b being the classical turning points defined 
to be the positive real roots of F(r) = o. The contour does 
not enclose any other singularity ofthe integrand. We take 
the contour to be traversed clockwise; it is then necessary to 
choose the branch ofF 1/2 that is positive real on the upper lip 
of the cut. 

By an obvious deformation of the contour, it is easy to 
check that Jo reduces to 

2 ib 

dr [2(E - V) _ (l ~!)2r2 , 
which gives the lowest-order expression for the right-hand­
side of ( 1 ). The expressions for the higher-order integrals in 
(4) and (5) are due to Krieger and Rosenzweig.8 They ap­
plied the Langer transformation to the radial Schrodinger , 
equation so that the one-dimensional analysis of Dunham 
could be used, without any modification, to derive higher­
order corrections in radial problems. As is well known, the 
appearance of (I + !)2 in the place of l(l + 1) is a conse­
quence of the Langer transformation. 

We shall employ the above quantization rule to derive 
an expression for the energy levels of the quartic anharmonic 
oscillator, taking it to be defined by the potential 

V(r) =! aIr + a2r4, a l,a2>0. (6) 

For this potential, it is known that the exact Schrodinger 
eigenvalues satisfy the following scaling relation: 

E(al,a2) =a~/3 E(ala 2-
2I3,1). (7) 

This exact scaling relation is also obeyed by the JWKB ener­
gy values determined by the condition (1). To see this, con­
sider the lowest-order approximation to (1). We have 

(2n r + l)1r 

= Ji f drr-I[r( E - ~ aIr - a 2r
4) 

- ~ (I + ~rr/2 
= Ji f dy y-l[y2( E a2- 1I3 - ~ ala2-2I3y2 _ y4) 
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the second step resulting from a change of scale of r. From 
this it follows that Ea2- 113 is the energy corresponding to the 
potential V(r) = !ala 2- 2/3r + r4, which is precisely what is 
implied by the exact scaling relation (7). The relation (7) is 
found to hold even when J2 and J4 are included in (1). In 
fact, for polynomial potentials, it can be shown that the exact 
scaling relation is obeyed by the JWKB energy values in 
every order of the approximation. 

For later convenience we introduce at this point the fol-
lowing new variable and parameters: 

W = E a2 113, (T = (/ + p2W- 3/2/2, 

a = Aa\a2-2/3W-1/2, z = rW-1/3a~/3, (8) 

H(z) = - r + z - 4az2 - (T. 

In terms of these, we get 

Jo = 2 -1/2 W 3/4 f dz z-IH 1/2, 

J2 = - -- dz(1 - 24az - 15r)H -312, W-
3/4f 

48Ji 
J4 = J41 + J42, 

with 

(9) 

J = W- 9/4 J. dZ[~ (9z5 + 24az4 + 16a2r)H -7/2 
41 j 21 

- ~: (5r + 4az)H -5/2], 

J42 = W -9/4 f dz(27r + 32ar - z) 

X ( - 3z2 - 8az + l)H -712. (10) 

In obtaining the above forms for J2 and J4 from ( 4) and (5), 
some integrations by parts have been carried out, the inte­
grated terms vanishing because the contour is a closed curve. 
We note that the W dependence of the Jk is only through a 
and (T, apart from the overall explicit powers of W. We also 
note that, to first order in a and (T, the relevant branch points 
are located at z = (T and z = 1 - a/2. 

III. EXPANSION OF Jk IN POWERS OF a AND (J' 

In the case of the quartic AHO all the JWKB integrals 
Jk can be evaluated in terms of complete elliptic integrals of 
the three kinds. (One such evaluation of Jo can be found in 
Ref. 13.) One may then numerically solve for the energies, as 
was done by Kesarvani and Varshne for the one-dimension­
al quartic AHO. Since our present aim is to derive an analyti­
cal formula for the energy levels, we proceed in a different 
way. Instead of expressing the Jk in terms of complete ellip­
tic integrals whose arguments are complicated functions of 
W, we obtain directly a series representation of the rhs of ( 1) 
in powers of W. The rationale of this procedure is the follow­
ing. Generally, the JWKB method is expected to work well 
for states characterized by large values of the relevant quan­
tum numbers. In particular, the accuracy ofthe energy val­
ues determined by ( 1) increases with n r. In the present case, 
large values of nr mean large values of W. When W is large, 
the parameters a and (T are small, for fixed I, aI' and a 2• It is 
then a natural step to expand Jk in powers of a and (T, and 

M. Seetharaman and S. S. Vasan 1032 



                                                                                                                                    

obtain a series representation of the rhs of C 1 ). This series 
may then be inverted to get a relation for W in terms of the 
quantum numbers n" I, and the parameter a. An additional 
motivation for adopting the method described is that a simi­
lar treatment in the case of the potential VCr) = rm has 
yielded excellent results. 14 

IttumsoutthattheleadingterminJk is _ W -3(k-I)/4. 
Since in the quantization condition (1) integrals Jk with 
k>6 have been neglected, consistency requires that terms of 
order W -15/4 be dropped from the series expansions ofJo.J2, 

andJ4 • 

A. Series for Jo 

Consider first Jo. A careful inspection shows that the 

integral in it can be expanded as a series in a and JU. It turns 

out, however, that all the terms involving odd powers of JU 
higher than the first vanish. Hence we can write 

W3/4 [ 8 5 

Jo = -- - 21T'JU + L akak + u L hkak 
.,fi k=O k=O 

+ q2 kto Ck ak ] + O( W- 15
/
4

). (11) 

The coefficients are determined by differentiating Jo suit­
ably, and then setting a = u = O. In the process one needs to 
make use of the following result: ifm, n are odd integers with 
m> -1, then 

f dz z"'12(1 - r)n12 = B (! +: ,1 + ;). (12) 

where the contour surrounds a cut from z = 0 to z = 1. In 
( 12), B is the beta function defined by 

B(x,y) = r(x)r(y)!r(x + y). (13) 

The result (12) is derived in the Appendix. Using the prop­
erties of the gamma function, one can express the rhs of ( 12 ) 
asa function ofm andn multiplied by either B(M) or B(M). 
As an illustration of the entire process, we show how to 
evaluate a4 : 

a4=..!... (~Jo.,fiW-3/4) 
4! aa4 a=u=O 

= 256 (_~)J.dzz7(_r+z)-7/2 
24 16 j 

= - 10 f dz Z7/2(1 - r) -7/2 

= - 10 B(~, -~) = - -&BCM). 
The values of the coefficients in ( 11) calculated as above 

are given below: 

ao = i B(!, !)==i B I , 

a 1 = - 2B(~, !)== - 2B3, 

a2=BI, 03= -B3' 04= -~B1' 05=~B3' 

06=i BI' 07= -i6 B3' 08 = -mBI; (14) 

ho = !B3' hI = - !BI' h2 = ~B3' h3 = ~BI' 

h4 = -HB3, h5= -HBI , 

Co = -taBI' cl =HB3, C2= -~B1' 
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B. Series for J2 

The expansion for J2 is somewhat simpler, since we need 
to keep terms only up to ua2

, owing to the fact that J2 has 
W- 3

/
4 as an overall factor. An inspection of J2 shows that 

the expansion is free of all odd powers of JU. Explicitly we 
have 

J2 = - _1_ W- 3 / 4 [ ± dk a k 

48.,fi k=O 

+ u kto eka
k

] + O( W- 15
/

4
). (15) 

The coefficients are evaluated as in the previous case, and 
their values are given below: 

do=6B3' d 1= -2BI' d2= -3B3• d3= -5BI, 

d4 = ~ B3, d5 = ~ B I' ( 16) 

eo= -1[BI' el =!pB3, e2= -225BI· 

C. Series for J4 

The expansion for J4 is similar to that of J2• Due to the 
overall factor W -9/4 in J4 , we need to keep terms only up to 
a 2. Referring to (9) and (10), we can expand J41 and J42 as 

2 

J4i =W-9 /4 Llkiak+O(W-15/4), ;=1,2. (17) 
k=O 

On evaluation, the values oflki are 

101 = -HBI , III =1¥ B3' 121 = -¥BI , 

102=13BI, 112= -~B3' h2=~BI' 

Combining J 41 and J42, we have 

(18) 

J = - .,fi W- 9 / 4 ~ l'ak +O(W- 15 /4) (19) 
4 1024 k~/k , 

with 

IV. ANALYTICAL FORMULA FOR THE ENERGY lEVELS 

The series expansions derived above for the Jk's enable 
us to write the quantization condition (1) in the form 

1T'.,fi(2n, + 1 + 1 + !) 
=1T'.,fi(n + ~) 

8 

= W 3/4 L gk W -kI2+0(W- 15 /4), (21) 
k=O 

where n = 2n, + 1 is the principal quantum number. The 
coefficients gk are functions of I, a I' and a 2• and are obtained 
by substituting for a and u in terms of W, I, aI' and a 2, and 
regrouping terms according to powers of W. With the defini­
tions 

p = ala2-
2I3, L 2 = (l + !)2, (22) 

the explicit expressions for the gk 's are as follows: 
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go=jBI> gl= -B3f3, g2=~BIf32, 

g3 = l( -1-f33 + 2L 2)B3, 

g4 = 1R BI f3(1 - ~f33 - 6L 2), 

gs = ~B3f32(1 + tbf3 3 + 6L 2), 

g6=~BI [_1}+~f33+ljf36 

+ (15+5f33)L 2-5L 4], 

g7 = m BJ3 [140 - ¥ f33 - Mf36 

(23) 

- (196 + 21 f3 3)L 2 + 84L 4], 

gg=~BIf32[ -107-35f33-Wf36 

+ (300 - 30 f3 3 ) L 2 _ 180L 4]. 

It may be noted that inclusion of J6 and higher-order inte­
grals in (1) will not affect the values of the gk given above, 
and therefore the expressions in (23) are exact to all orders. 

The relation (21), with thegk given by (22) and (23), is 
the basis for obtaining an analytical formula for the energy 
values. If the leading term alone on the rhs of (21) is re­
tained, the expression for W is immediately seen to be 

W = [(31TIBJ\I2)(n + V ] 4/3. 

The inclusion of other terms results in corrections to this 
leading approximation. An inspection shows that in the 
present case we may write 

g 

W(f3) =N4/3 I Gk(f3)N-2kI3 + O(N- 14/3 ), 
k=O 

where 

N = [91Ty/8] 1/2(n +~) 

with 

y = [2r(a)/r(!)]2 = 0.456 9466. 

(24) 

(25) 

(26) 

Substitution of ( 24) into (21 ) yields the G k in terms of f3 and 
y. A long and tedious calculation leads to the following ex­
plicit expressions: 

Go = 1, GI = 2f3y, G2 = - ~f32(1- 3y), 

G3 = A y[3 + 8f33y - 12/(/ + 1)], 

G4 = 1Rf3 [1 - 3y + f33(1 - 5y4) + 12(1 + y)l(1 + 1)], 

Gs = - iof3 2y[5 + 4f33 + 601(1 + 1)], 

G6 = ~ [ - ~ -lj y + 5 f33( - 1 + 4y + y4) 

+¥p6y (3+y4)+ [-2S+15y 

+ P 3(20 + 240y - 20y4) ]/(1 + 1) 

+ (1O-30y)/2(1+ 1)2], (27) 

G7 = m f3y [ - Jj + a y + P 3 q - .If y - ~ y4) 

- P6y ( R +.fI y4) 

+ [28 - 6y +p3( - 14 - 40f + 2y4) ]/(1 + 1) 

+ ( - 8 + 12y)/2(1 + 1)2], 
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Gg =mf32[H +9f y - ~ y4 +f33(~ - ¥ y + 3y4) 

+ f36( 7b + ~ y4) + [ - ¥ - 96y + 9y4 

+f33(~+1fy+36y4)]l(1+ 1) 

+ (-'/ + 16y - 18y4)F(1 + 1 )2]. 

The relation (24), together with (22) and (25)-(27), pro­
vides an explicit formula for the energy eigenvalues (labeled 
by n and I) of the Hamiltonian H = !p2 + ~alr + a zr

4 

through the relation 

E(a l ,a2 ) = aY3 W( f3). (28) 

Ifwe set a l = 0, a 2 = 1, we obtain the energies of the pure 
quartic oscillator, and these are in agreement with our ear­
lier results. 10 

A formula for the one-dimensional AHO can be ob­
tained in the following way. Noting first that the 1 = 0 levels 
of the three-dimensional problem correspond to the odd­
parity level of the one-dimensional case, we can get the latter 
by setting 1 = 0 and replacing n + ~ by n' + !, where n' is an 
odd integer. Since the coefficient Gk are independent of n, 
the same formula holds also for even values of n', thus yield­
ing all the levels of the one-dimensional AHO. 

Forad-dimensionalAHO (d> 1), the energy levels are 
again easily obtained by making the replacements 

1--+1 + !(d - 3), n + ~--+n + d 12, 

the second being a consequence of the first. The above re­
placement of 1 follows from the fact that the radial Schro­
dinger equation in d dimensions has the form IS 

if/' + 2[E- VCr) - 2~ (/+ d; 3)(/+ d; 1)]¢=0. 

v. DIAGONAL MOMENTS OF rk 
A fallout of our analytical formula for the energy levels 

is that the moments (rk) in states of the AHO can be calcu­
lated, using the Hellmann-Feynman (HF) theorem and the 
hypervirial relations. 16 Consider the Hamiltonian 
H = !pz + ! pr + r4 with H¢ = W( P) ¢. The values of W 
(in the JWKB approximation) are given by (24). It follows 
from the HF theorem that 

TABLE I. Energy values of the three-dimensional AHO with 
H = ~(p2 + r + r"). 

n Wo W2 W4 WeIBet 

0 0 2.295 160 2.325816 2.322300 2.324406 
1 1 4.305746 4.192 130 4.189304 4.190 172 
2 0 6.560 951 6.578486 6.578 126 6.578400 
2 2 6.560 951 6.241279 6.242469 6.242778 
5 1 14.406097 14.339079 14.338825 14.338860 
5 3 14.406097 13.946033 13.949236 13.949200 
5 5 14.406097 13.238551 13.266575 13.264 450 

10 0 30.056858 30.064 766 30.064 755 30.064 761 
10 4 30.056858 29.507297 29.510 048 29.510 012 
10 10 30.056858 26.998687 27.103 ll5 27.092490 
50 0 213.988009 213.990907 213.990907 213.990 906 
50 20 213.988009 209.448561 209.483 137 209.482265 
50 50 213.988009 186.412380 187.698966 187.5297 
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TABLE II. Energy values of the two-dimensional AHO with 
H=!(p2+ r +r"). 

n Wo W2 W4 W ..... 

0 0 1.406 913 1.474576 1.473891 1.476025 
1 1 3.265776 3.233766 3.230118 3.231453 
2 0 5.406277 5.441025 5.440763 5.441218 
2 2 5.406 277 5.195942 5.194749 5.195314 
5 1 13.003409 12.984736 12.984 530 12.984581 
5 3 13.003409 12.655 105 12.656652 12.656690 
5 5 13.003409 11.995842 12.018 144 12.016583 

10 0 28.374614 28.389922 28.389922 28.389930 
10 4 28.374614 27.931652 27.933395 27.933383 
10 10 28.374614 25.525732 25.621211 25.611650 
50 0 211.252237 211.257875 211.257875 211.257880 
50 20 211.252237 206.904498 206.936604 206.935820 
50 50 211.252237 184.049270 185.317269 185.150586 

(29) 

This relation, together with the scaling law (28), yields 

(~) =!( W - P (r2». (30) 

Still higher diagonal moments can be calculated using the 
hypervirial relations. 16 In thelimitp-G, (29) and (30) give 
the moments (r2) and (r4

) with respect to the pure quartic 
oscillator states. 

VI. RESULTS AND DISCUSSION 

We present in Tables I-III the predictions of our for­
mula for the AHO energy levels. In these tables, Wo is the 
lowest-order result obtained by neglecting all the terms be­
yond G2 in (24); W2 is the value incorporating the second­
order corrections G3 to Gs, while W4 corresponds to keeping 
all the coefficients up to G 8 in (24); and Wexact denotes the 
set of highly accurate numerical eigenvalues computed by 
Bhargava.12 It is evident from our results that the inclusion 
of higher orders has the effect of increasing significantly the 
accuracy of our formula. One would expect that, for a given 
n, the accuracy would decrease with increasing 1, since 0', one 
of the expansion parameters, increases with 1. On the con­
trary, the results are found to be good even in the case of 
levels with n = I. The maximum error occurs in the ground 
state values. Even here the error decreases as the dimension 
increases. In Table IV we give the values of (r2) for the three­
dimensional AHO. These also are seen to be in very good 
agreement with the numerical results of Bhargava.12 To our 
knowledge, this is the first time explicit analytical formulas 

TABLE III. Energy values of the one-dimensional AHO with 
H=!(r+ x2 + x4 ). 

o 0.622978 
1 2.295 160 
2 4.305746 
5 11.635785 

10 26.716151 
50 208.525 195 

0.682242 
2.325816 
4.327675 

11.648749 
26.724557 

208.528132 

0.722183 
2.322300 
4.326749 

11.648652 
26.724542 

208.528132 
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0.696176 
2.324406 
4.327525 

11.648721 
26.724551 

208.528132 

TABLE IV. Values of (r) for the three-dimensional AHO. 

n (r) (r)cuc, 

0 0 0.800 161 0.801251 
1 1 1.212315 1.214551 
4 0 2.013 992 2.014468 
5 1 2.280292 2.280362 
8 0 2.938350 2.938362 
9 1 3.157616 3.151628 

49 1 9.137001 9.137001 
50 0 9.257019 9.257019 

have been given for the energies and the diagonal moments 
of the quartic AHO in any dimension. 

We conclude this work with some general observations. 
The JWKB series is known to be an asymptotic series. 
Hence, the accuracy of the JWKB energies cannot be in­
creased arbitrarily by including corrections from higher and 
higher orders. There appears to be no general criterion that 
will determine how far in the series one should go, in order to 
get the best results for a given set of quantum numbers and 
parameters. Our quartic AHO results show that, for n values 
that are not too small, the accuracy keeps increasing with 
order. For low values of n, the second order seems to yield a 
better result than the fourth, which is an indication that the 
series is not a convergent series. Similar results have been 
reported earlier, in the context of the one-dimensional 
AHO.2 In general, as n increases, the accuracy will increase 
with the inclusion of higher and higher orders, and one can 
even get in this wayan accuracy of 1 in lOIs. However, given 
the algebraic complexity ofthe sixtll- and higher-order inte­
grals, it does not appear to be worthwhile to continue along 
the lines of the present work beyond the fourth order. If one 
wishes to obtain greater accuracy by including still higher 
orders, it is best to resort to numerical computation. 

Finally, it may be noted that our formula does not yield 
the correct harmonic oscillator energy levels. This does not 
occasion any surprise, for the expansion of the JWKB inte­
grals is about the pure quartic oscillator levels (which corre­
spond to a = 0). The harmonic oscillator results can of 
course be recovered from the integrals directly (in the limit 
a-oo), before they are expanded in powers of a. 

APPENDIX: PROOF OF FORMULA (12) 

We give below a proof of the formula 

fdZz"'/2(1_Z2)"/2=B(~ +; ,1 + ~) (AI) 

quoted in the text. In this m, n are odd integers with m, - 1. 
The contour of integration encloses a branch cut along the 
real axis between the points z = 0 and z = 1. 

Consider first the case when n, -1. In this case the 
integrand in (AI) has only integrable singularities at z = 0 
and z = 1. Therefore the contour can be deformed until it 
consists of two straight line segments lying just above and 
below the cut, and two small circular arcs of radius E around 
z = 0 and z = 1. In the limit E-G the contributions from the 
circular arcs vanish, and the above integral reduces to 
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2 II dx xml2( 1 _ x2)nI2. 

By the change of variable y = x2
, this integral can be seen to 

be equal to the beta function given in (A1). 
It remains to prove (A 1) for the case n < - 1. Let 

n = - (2k + 1), k = 1,2,3, .... To evaluate the integral, 
which is well defined as a contour integral, we consider 

I(m,k,a) = f dz zml2(a -r) -k-1/2 

and take the required integral to be I(m,k,I). We can then 
write 

I(m,k,a) = Ck ~" dz ~12(a - r) - 112, 
aakj 

( _ 2)k 
C - --'---=--

k - (2k _ 1)1! 

The a dependence of the integrand can be factored out by the 
change ofvariabley = a- I

/
2z. This yields 

I(m,k,a) = ~ Ck [:a:amI4 ] fdyymI2(1_y2)-1I2. 

We observe that this integral is one with n = - 1. Hence it 
can be evaluated as before. Carrying out the differentiations 
and then setting a = 1, we get 

I(m,k,1)=Ck ~(~-2)"'(~-k+l) 

XB -+- -(
1m 1) 
2 4' 2 
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=B(~+m ~-k) 
2 4' 2 

=B(.l+ m 1 +~) 
2 4' 2' 

the last step resulting from the use of the identity 

B(x,y) = [(x + y)/y]B(x,y + 1) 

k times. 
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A conformally invariant theory for massless quantum fields in curved space-time is formulated. 
We analyze the cases of spin-O, -!, and -1. The theory is developed in the important case of an 
"expanding universe," generalizing the particle model of "conformal transplantation" known for 
spin-O to spins-! and -1. For the spin-l case two methods introducing new conformally invariant 
gauge conditions are stated, and a problem of inconsistency that was stated for spin -1 is overcome. 

I. INTRODUCTION 

Quantum field theories in curved space-time have been 
studied intensely in the last years. 1 In the Robertson-Walker 
universe, and for spin-O massless particles, the solutions, 
those we call "conformal transplantation," have been widely 
used, and all authors consider their vacuum as very satisfac­
tory. However, this vacuum has not been extended to higher 
spins (although other features of those spins are well 
known. 2-5 

In this work, we shall see that the extension of this vacu­
um to spin-! is done without difficulty, but the extension to 
spin-l is more involved and it requires at least the introduc­
tion of new kinds of gauge. 

In the frame of quantum field theory in curved space­
time is a generally accepted postulate that classical formal­
ism of the massless fields must be invariant when we perform 
a "conformal transformation." Such a transformation is a 
local change of the metric scale of space-time simultaneous 
with an appropriate change of the fields scale. The main 
arguments for these invariances are that (i) the classic tra­
jectories of massless particles are not disturbed by conformal 
transformations; and (ii) the inexistence of a mass in the 
field equation deprives it of any scale (in the system of natu­
ral units where c = fz = 1). 

In this work we try to build a consistent quantum field 
theory for massless fields in curved space-time, preserving 
the conformal invariance in order to overcome the inconsis­
tencies pointed out in Ref. 3. The study is stated in the frame 
of general relativity, introducing the gravitation as an un­
quantized field by means of the space-time geometry. 

In Sec. II we introduce the conformal transformation 
and we obtain the transformation laws of the characteristic 
geometric objects of a Riemannian manifold. Moreover, we 
obtain the transformation laws for (tensor and spinor) fields 
in order to use them later. 

In Sec. III, and in the frame of a Lagrangian formula­
tion, we prove the conformal covariance of Euler-Lagrange 
equations for Weyl fields. 

In Sec. IV, and as an example, we analyze the well­
known case of the massless scalar field, pointing out the 

main characteristics of a conformal theory. 
Section V is devoted to the neutrino field; it is considered 

as a massless Dirac field. Principal objects are shown (Dir­
ac's matrices, spinors, and spinor connection), analyzing in 
particular their behavior by conformal transformations and 
proving the conformal covariance of the theory. 

In Sec. VI A we point out the problems for the canonical 
quantization of the electromagnetic field in Minkowski's 
space and we show two ways to solve these problems: (A) 
the quantization in the temporal gauge and (B) the Gupta­
Bleuler quantization method. In Sec. VI B and in order to 
obtain a conformal generalization of both methods to curved 
space-time and to overcome the inconsistency just men­
tioned, we introduce the timelike vector field U /l , which we 
believe could be a field of observers covering all space. In 
Sec. VI C we show the field equations for the cases (A) and 
(B). Section VI D is devoted to the construction of a "con­
formal derivative" for the four-potential A in order to use it 
• /l 
m (B). In Sec. VI E we introduce suitable inner products in 
order to orthonormalize the solutions of field equations. In 
Sec. VI F we introduce conformally invariant gauge condi­
tions in order to eliminate the unphysical photons. 

In Sec. VII we point out the advantages of using a con­
formal theory to treat massless fields ("conformal trans­
plantation") . 

In Sec. VIII we develop the previous theories in the im­
portant case of an expanding universe, obtaining the ortho­
normal basis of solutions of the field equations for spins-O, 
-~, and -1. For spin-I, we show that both theories (A) and 
(B) yield the same particle model overcoming the inconsis­
tency mentioned before. The explanation is that we use a 
conformal theory, i.e., the theory where the inconsistency 
was found, not conformal. 

II. CONFORMAL TRANSFORMATIONS 

Let V4 be an arbitrary Riemannian space-time and let 
g/lV be its metric tensor, with principal diagonal 
(1, - I, - I, - 1) in its diagonal form. We suppose V4 to be 
of Coo class. Greek indices run from 0 to 3 whereas Latin 
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indices run from 1 to 3. A conformal transformation in V4 is 
a local change of scale defined by 

g/LV -g/LV = A (x )g/LV' (2.1) 

where A (x) is positive defined arbitrary function that char­
acterizes the transformation. In order to satisfy the property 

g/LPgpv=g;, (2.2) 

we take the contravariant components of a metric tensor: 

g/LV_g/Lv=A -1(X)g/Lv. (2.3) 

From transformation laws (2.1) and (2.3) we can obtain the 
transformation laws for all geometric objects of V4 • So, for 
the Riemannian connection r ~P' defined by 

r~p =~glLa(avgap +apgov -aagvp)' (2.4) 

we obtain 

f 0, = r 0, + ~ (15 ~ ap In A + 15 ~ av In A. - gyP a /L In A.), 

(2.5) 

f~ =r~p +2aplnA.. (2.6) 

For the Ricci's tensor R/Lv defined by 

R/Lv = apr ~V - avr ~/L + r ~ar~v - r ~r;;", (2.7) 

we obtain 

R/LV = R/Lv + !V/L V v In A. +!( g/LP goy - g/LV gap) 

X (VP In Ava In A - VPVa In A). (2.8) 

From (2.8), by contraction, we obtain for the curvature sca­
lar R = R /L IL, 

R =A. -1(R - 3V/LV/L InA. -~V/LlnAV/L InA). (2.9) 

For the differentials of the coordinates, we have 

JX/L=dx/L, 

JX/L = A. dX/L' 

(2.10) 

(2.11 ) 

The volume element d1] and the surface element dUlL of V4 

are defined by 

d1] = -r=id 4x = -r=i (1I41)E/Lvpa dx/L dxv dx p dxa, 

(2.12) 

dUlL = -r=idS/L =.r=g (1I31)E/Lvpa dxV dx P dxa, 

(2.13 ) 

where g = det( g/Lv) and E/Lvpa is the Levi-Civita symbol. 
Then, we shall have 

d1] = A. 2 d1], (2.14) 

(2.15 ) 

Since we shall consider tensor and spinor fields in V4 , we 
must study their behavior under conformal transformations. 
A tensor (spinor) ¢ will be called a Weyl tensor (spinor) of 
weight n if its covariant components transform under (2.1) 
as 

(2.16) 

Examples are the interval ds = (dx /L dX/L ) 1/2, which is a 
Weyl scalar of weight !, dUlL (Weyl vector of weight 2), and 
g/LV (Weyl tensor of weight 1). 

If fjJ, V/L' and T/Lv are a Weyl scalar, Weyl vector, and 
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Weyl tensor of weights n, respectively, we obtain the follow­
ing transformation laws: ----V/LfjJ =A. n(V/L fjJ + nfjJV/L InA), (2.17) 

Vv =A. n(V/L Vv - ~V/L Vv InA. + (n - p Vv V/L InA. 

...- + ! g/LV Vp V p In A), (2.18 ) 

V /L V /L = A. n - I [V /L V /L + (n + 1) V /LV /L In A. ], 
".-
V /L T /LV = A. n - 2 [V /L T /Lv + (n + p T /LVV /L In A. 

(2.19) 

III. CONFORMAL COVARIANCE OF EULER-LAGRANGE 
EQUATIONS 

The action S for a tensor or spinor field ¢ is the Rie­
mann's scalar 

(3.1 ) 

where 2" (¢,V /L ¢) is the Lagrangian density. 
Since we want (3.1) to result in a conformal invariant 

(Weyl scalar of weight zero), the Lagrangian density must 
be a Weyl scalar of weight - 2, i.e., 

1"=A-22". (3.2) 

The field equations are obtained by means of the Euler­
Lagrange equations 

V a2" _ a2" = o. (3.3) 
/L a(v/L ¢) a¢ 

Therefore, it is important in order to assure the conformal 
covariance of the field equations, to study the conformal be­
havior of (3.3). 

Let¢v .... v bea Weyl tensorofrankpand weightn. Then, 
p 

we have for ¢ and its covariant derivatives, the following 
transformation laws under (2.1): 

(3.4 ) 

(3.5) 

Free variables of the Lagrangian density are tv .... v
p 

and 
!/L tf!v .... v

p
, whch can be expressed in terms of ¢v .... v

p 
and 

V/L¢v .... v
p 

by means of (3.4) and (3.5): 

(3.6) 

(3.7) 

From (3.2), (3.6), and (3.7), we obtain 
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--, .. a"",.!f",...-_ = A - (n + 2) __ a_.!f __ 

av;;t:,""Vp av I-' tPv,mvp 

(3.8) 

(3.9) 

Now, using (3.9), and on account of (2.6), we deduce 

- alf 
VI-' --

aVl-'tPV, ... Vp 

=A-(n+2)[V a.!f -nVI-' InA a.!f 
I-' av I-' tPv""vp av I-' tPv""vp 

+ itl (r;:p - r;:p) avl-'tPv"'~~fJVi+l"'VP] . 
(3.10) 

In consequence, (3.9) and (3.10) yield 

(
V a.!f _ a.!f )-

I-' av I-' tPv""vp atPv, ... vp 

- a~~v)' (3.11 ) 

The relationship (3.11) shows that VI-' a.!f favl-' tPv""v
p 

- a.!f fatPv ... v is a Weyl tensor, and in this way we assure , p 

the conformal covariance of the field equations for all mass-
less tensor fields. 

An analogous proof can be realized, "mutatis mutandi," 
for spinor fields. 

IV. CONFORMAL MASSLESS SCALAR FIELD 

From previous discussions, we know that the problem 
of finding a field equation invariant under conformal trans­
formations is equivalent to finding a Lagrangian density that 
transforms like (3.2) under conformal transformations. 
More exactly, the Lagrangian density .!f must transform 
like 

If =A -2(.!f + VI-'II-'), (4.1) 

where I I-' is an arbitrary vector function that vanishes at 
infinity quickly enough. In fact, the term VI-' II-' 
= (_g)-1/2al-'(~ -gil-') in (4.1) disappears from the 

action integral using Gauss's theorem and the action turns 
out, clearly, conformally invariant. 

We consider as an introduction, the simple and wel1-
known case of a spin-O massless field t/J. We postulate as the 
Lagrangian density for t/J, 

.!f = !VI-' t/JVI-'t/J + !5Rt/J2, (4.2) 

where R is the curvature scalar and S is a parameter to be 
determined (coupling parameter). Using the expressions 
(1.9), (1.16), and (1.17), 

If =A 2n-I[.!f + !nVI-' (t/J2VI-' InA) 

Therefore, comparing (4.3) with (4.1), it follows that 
n = -! and S = ! (conformal coupling). Then we find 

.!f =A -2[.!f - VI-'(1t/J2Vl-'lnA)], (4.4) 

which has exactly the form required. Consequently, we take, 
as Lagrangian density for t/J, 

.!f = !(VI-' t/JVI-'t/J + !Rt/J2). (4.5) 

The field transforms like 

~ =A -1/2t/J. (4.6) 

Applying the Euler-Lagrange equations to (4.5) we estab­
lish the field equation for 

(4.7) 

Orthonormal complex solutions ofEq. (4.7) can be obtained 
with respect to a suitable inner product ( , ) in the vector 
space of solutions of (4.7). So, if U(x) and Vex) are com­
plex solutions of ( 4.7), we define the inner product between 
Uand Vas 

(U,V) = i L (VVI-' U* - U*VI-' V)dql-', (4.8) 

where l: is a Cauchy surface of V4 • On account of the fact 
that U(x) and Vex) satisfy (4.7), (4.8) is independent of 
the Cauchy surface used to perform the integration. More­
over, this inner product is clearly a Riemann's scalar and it 
results a Weyl scalar of weight 0 also; i.e., (4.8) is invariant 
under conformal transformations. 

V. CONFORMAL NEUTRINO FIELD 

We consider, now, the case of a spin-! massless field 
(neutrino field), which is represented by a Weyl spinor tP of 
weight n. 

We introduce the 4 X 4 Dirac's matrices that satisfy the 
following anticommutation relations at every point x E V4: 

YI-' Yv + Yv YI-' = - 2g1-'J, (5.1) 

where I is the 4X4 unit matrix. From (5.1) it follows that 
under conformal transformations 

(5.2) 

Clearly, f~om YI-' we can obtain another set of Dirac's 
matrices, say Y 1-" using a similarity transformation: 

v -I 
YI-' =SYI-'S . (5.3) 

In fact, evidently the matrices rl-' satisfy the same anticom­
mutation relations (5.1) as YI-" ThematrixS that defines the 
transformation (5.3) is subject to a unique condition, to be 
nonsingular. The transformation (5.3) can be considered as 
a change of basis in the spinor space (change of spinor ba­
sis) . 

Under change of spinor basis, the contravariant spinor tP 
(column spinor) transforms like 

~=StP. (5.4) 

The Dirac adjoint of tP, which will be written '¢I, is de­
fined by 

'¢I = tPt p, (5.5) + !(n2 
- ~)t/J2VI-' InAVI-' InA 

- !(n + 3S)t/J2VI-' VI-' InA ]. (4.3) where t is a conjugation and a transportation, i.e., the ad-
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junction, and P is the matrix that performs the following 
change of spinor basis: 

t -{3 p- I -Y,.. - Y,.. . (5.6) 

The covariant spinor ~ (row spinor) transforms under 
change of spinor basis as ... 

~= ~S. (5.7) 

We postulate, as the Lagrangian density for the neutrino 
field, 

.!£' = H (V,..~)Y"'1/J - ~ Y"'V,..1/J] , (5.8) 

where the covariant derivatives are defined by means of the 
spinor connection u,.. as2 

v,..1/J=a,..1/J+u,..1/J, (5.9) 

V,..~ = a,..~ - ~u,... (5.10) 

The field equations for 1/J and ~ will be 

V a.!£' _ a.!£' = 0 
,.. av,..1/J a1/J ' 

(5.11 ) 

V a.!£'_ _ a~ = o. 
,.. av,..1/J a1/J 

(5.12) 

We must take into consideration the symbolic character of 
the derivatives in these relations since 1/J is a column spinor 
and ~ is a row spin or. Therefore, a.!£' / a1/J is a row spinor, etc. 
____ The f~ariables 1/J, ~, V,..1/J, and V,.. ~ in terms of ip, ~, 
V,..1/J, and V,..1/J turn out to be 

1/J =). - nip, 
~ =). -n~, 

....- -
V,..~=). -n[y.4~ (nV,..ln)'+A,..)1/J], 

(5.13) 

V,..1/J =). -n[V,..~1/J(nV,.. In). - A,.. n, 
whereA,..=u,.. -u,... 

In order to preserve the property 
v v 

V,..1/J=SV,..1/J, (5.14) 

manding that the covariant derivative vanishes for the Dirac 
matrices. In this way, we take 

v,.. Yv =0. (5.21 ) 

In order to assure the conformal consistency of the condition 
(5.21), it is necessary to study the behavior of V,.. Y v under 
conformal transformations. Since 

V,.. Yv = Y.".".. + u,.. Yv - Yvu,.., (5.22) 

where the symbol; is the covariant derivative of Y v "as if it 
were only a vector," we have 

--- 11/2 V,.. Yv =/1. [V,.. Yv + A,.. Yv - YvA,.. 

-~(gvP Y,.. -g,..v Yp)VPln ).]. (5.23) 

Therefore,the conformal consistency of (5.21) implies 

A,.. Yv -YvA,.. =!(gvP Y,.. -g,..v Yp)VPln).. (5.24) 

In the Appendix we prove that the only expression that veri­
fies (5.18) and (5.24) is 

(5.25) 

With (5.25), it is established as the transformation law of the 
spinor connection that verifies (5.21) and it has conformal 
consistency. 

Of course, on account of (5.21), the field equation 
(5.20) reads 

y"'V,..1/J = O. (5.26) 

From the paper ofLoos4 we know that the most general 
form ofthe spinor connection u,.. that verifies (5.21) is 

u,.. = 1(1-~.Q{ + t.Q{2 - i.Q(3)(y.".".. yV) + v,.. I, 
(5.27) 

where vi-' is an arbitrary vector and .Q{ is the following linear 
operator on 4 X 4 matrices JI: 

.Q{ JI = 1 Y,.. Jly"'. (5.28) 

Since 

(5.29) 

the spinor connection u,.. must transform under the change and also 
of spinor basis like .Q{ ( ) 0 Yv Y,.. - Y,.. Yv = , (5.30) 

a,.. =SU,..S-I +sa,..s-I. (5.15) from (5.27) it follows that 

Clearly, we note that (4.8) is a Riemann invariant and be­
sides it is invariant under change of the spinor basis. Turning 
to conformal behavior of (5.8), using (5.13), (5.8) yields 

!i' =). 2n + 3/2 [.!£' - ~~(A,.. Y'" + y"'A,..)1/J]. (5.16) 

In order to satisfy (4.1) we take 

n= -~, 

A,.. Y'" + y"'A,.. =0, 

where A,.. is the conformal variation of u,..: 

(5.17) 

(5.18 ) 

A,.. = u,.. - u,... (5.19) 

ApplyingEq. (5.12) to the Lagrangian density (5.8) we 
obtain the field equation for 1/J: 

Y"'V,..1/J+~(V,.. y"')1/J=O. (5.20) 

However, because the condition (5.18) does not determine 
u,.. univocally, we can impose another condition on u,... The 
very useful and usually introduced condition consists of de-
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u,.. = u,.. + j( Yv Y,.. - Y,.. Yv )VV In). + (v,.. - v,.. )1. 

( 5.31) 

Then, we see that (5.31) is consistent with (5.25) if we take 

v,.. = v,... (5.32) 

In a way similar to the scalar case, we can define an inner 
product in the vector space of the complex solutions of Eq. 
(5.26) and its adjoint one. In fact, if U(x) and V(x) are two 
Dirac spinors that verify (5.26), we define 

(U,V) = - i 1 UY'"V du,.. , (5.33) 

where ~ is a Cauchy surface of V4 • 

Since the adjoint field tii satisfies the equation 

(V/J.~)y'" = 0, (5.34) 

(5.33) is independent of the Cauchy surface used to perform 
the integration. In fact, 
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(5.35) 

which proves our statement. 
The inner product (5.33) is clearly invariant under co­

ordinate transformations in V4 and invariant under the 
change of the spinor basis. Moreover, since 

iT = A. -3/4U, U = A. -3/4f!, (5.36) 

(5.33) is invariant under conformal transformations, too. 
We can define a helicity operator f in a covariant way 

as 

(5.37) 

where 1] is the "element of volume" pseudotensor, i.e., 

1]"vA.p = (l/..J=g)e"VA.P. (5.38) 

From (5.2) and on account of..J=g =A.2~ -g, 

? = f. (5.39) 

Using at every point of V4 an orthonormal base, where 
g,.v = diagonal matrix and the relations (5.1) we can deduce 
that 

( f)2 = 1. (5.40) 

Therefore, the eigenvalues of f are ± 1. 
Analogously to the flat case, we can define the projec­

tion operators 

h+ =!(1 + f), 
(5.41) 

The operators h + and h _ determine the subspaces of posi­
tive and negative helicity, respectively. 

Note that 

(5.42) 

so the notion ofhelicity turns out to be invariant under con­
formal transformations. 

VI. CONFORMAL ELECTROMAGNETIC FIELD 

A. The problem of quantization In Mlnkowskl space 

From classic electrodynamics, the Lagrangian density 
for an electromagnetic field is (in the flat space-time) 

2' = - 1 F,." F ,.", (6.1) 

where F,." is the electromagnetic field tensor 

F,.v = a,. A" - a" A,.. (6.2) 

Nevertheless, as we know from quantum electrodynamics in 
Minkowski space, it becomes a problem when we intend to 
perform the canonical quantization. In fact, from (6.1), the 
conjugate momentum of Ao vanishes, 

(6.3) 

and, in consequence, the canonical commutation rules, 

(6.4) 

are inconsistent. 
There are several ways to solve this problem; we shall 

study two of them: (A) the quantization in the temporal 
gauge, and (B) the Gupta-Bleuler quantization method. 
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(A) The quantization in the temporal gauge intro­
duces6 the following gauge condition: 

Ao = 0. (6.5) 

Therefore, Ao disappears as a degree of freedom and then 
does not appear in the commutation rules. 

(B) The Gupta-Bleuler quantization method in Min­
kowski space consists of the change of the Lagrangian den­
sity (6.1) by 7 

2' = -IF,.,,F'''' - (a/2)(a,. A ,.)2, (6.6) 

where a is a dimensionless constant#O. From (6.6), 

tf = - a a,. A "#0, (6.7) 

and in this way, the inconsistency disappears. The elimina­
tion of unphysical photons is obtained by means of the fol­
lowing gauge condition: 

(6.8) 

where (a,. A ,.) - is the negative-frequency part of the opera­
tor a,. A ". 

B. The problem of quantization In curved space-time. 
The field U" (x) 

In order to obtain a conformal generalization of both 
methods to curved space-time, we are forced to introduce 
new entities. These could be certain ghosts,5 but we prefer to 
search the solution introducing systematically a timelike 
vector field U" (x), which we shall take to be unitary8: 

g,.vU"Uv= U"U,. = 1. (6.9) 

Clearly, from (6.9), U,. transforms under conformal 
transformations as 

iT" =,1. -1/2U", iT,. =A.l/2U,.. (6.10) 

In this way, U,. results in a Weyl vector of weight !. 

C. Field equations 

Now we will try to generalize to the curved case the 
Lagrangian densities (6.1) and (6.6). 

(A) The generalization in this case is straightforward. 
In fact, we take 

2' = - IF,.,,F ,.v, 

with 

(6.11 ) 

F,.v = V,. Av - Vv A,. = a,. Av - av A,.. (6.12) 

In order to satisfy the condition (3.2), we must assume that 
A,. is a Weyl vector of weight 0, i.e., 

A,. =A,., A" =,1. -IA". (6.13) 

As we shall see in Sec. VI F, we take as the gauge condition 
Ao = ° (in any coordinate system), and then, from (6.11), 
by means ofEq. (3.3), we obtain the field equations 

V,.F,.i = ° (6.14) 

(see Ref. 9). 
(B) The most natural generalization of ( 6. 6) to curved 

space-time would be, in principle, 

2' = -IF,.vF''v - (a/2)(V,. A ")2. (6.15) 

However, as we shall see, the Lagrangian density (6.15) is 
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unsuitable for a confonnal theory. In fact, if we assume 
(6.13), then from (2.19) we have ...-

VJt A Jt =A -1(VJt A Jt +A JtVJt InA). (6.16) 

Therefore, VJt A Jt is not a Weyl scalar, and in consequence 
( 6.15) is unsuitable as we said. 

Then, as we see, the confonnal generalization of ( 6. 6) to 
the curved case is not trivial. Since the change aJt A Jt 
-V Jt A Jt is not adequate, we propose the change aJt A Jt 
-DJt A Jt, where DJt AJt is an entity that transfonns under 
(2.1) asa Weylscalarofweight -1: 

,...-
DJt A Jt=A -IDJt A Jt. (6.17) 

In the next section we shall face the construction of 
DJt AJt. 

D. Conformal derivative 

Now, we propose the introduction of an appropriate 
confonnal derivative for AJt' Therefore, let AJt be an Weyl 
vector of weight 0, i.e., AJt satisfies (6.13). The ordinary 
covariant derivative for AJt transfonns under confonnal 
transfonnations as 

,.-..-
Vy AJt = Vy AJt - ~(<5tVy InA 

+ <5t Vy InA -gJtyVPlnA)Ap' (6.18 ) 

Clearly, V y AJt is not a Weyl tensor, that is to say, V y is 
not a Weyl vector. Of course, the nonconfonnal behavior of 
V y is produced by the nonconfonnal behavior of the Rie­
mannian connection rty [cf. Eq. (2.5)]: 

fty = rty + ~(<5 ~Vy InA + <5 ~VJt InA - gJty VP InA). 

(6.19) 

Therefore, for a confonnal theory, we would need a 
"confonnal connection," C~Y' that is to say 

C~y = C~Y' (6.20) 

Then, we would define the confonnal derivative of AJt as 

Dy AJt = ay AJt - C~y Ap. (6.21) 

So, our problem is to find the confonnal connection 

C~Y' 
The transfonnation law (6.19) suggests the following 

expression for C ~y: 

(6.22) 

where, in order to satisfy (6.20), QJt must transfonn as 

(lJt = QJt - VJt InA. (6.23) 

With the geometric objects ofthe manifold it is not pos­
sible to obtain a vector, thus in order to define QJt we are 
forced to use the timelike vector field UJt introduced in Sec. 
VIB. 

The most general expression with appropriate dimen­
sion is 

(6.24) 

where a and b are dimensionless constants to be detennined 
[we do not include Uy V Jt U y because from (6.9) it vanishes 
identically] . 

For the covariant derivatives of Up. we have 
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,.-..-
VyUJt =A +1/2(VyUJt - ~Uy VJt InA + ~gJtyUp VP InA), 

(6.25) 
...-
VyU Y =A -1/2(VyU Y + ~UVVy InA). (6.26) 

Then, by means of (6.10), (6.24), (6.25), and (6.26), 
we obtain, for QJt ' 

{lJt = QJt - (b/2)VJt InA + ~(b + 3a)UJt UyVYlnA, 
(6.27) 

and comparing (6.27) with (6.23), we deduce 

b = 2, a = -~. (6.28) 

Thus, QJt is univocally detennined in tenns of UJt : 

QJt =2UYVy UJt -~UJtVyUY. (6.29) 

Now, we can obtain the expression of the confonnal 
connection in tenns of UIL' From (6.22), on account of 
(6.29), 

C~y = r~y + UUVu(<5~Uy +<5~UJt -gJtyUP) 

-!(<5~Uy + <5~UJt -gJtyUP)VuUU, (6.30) 

and consequently, the confonnal derivative of AJt will be 

Dy AJt = V y AJt - ~(<5 ~ Qy + <5 ~Qy - gJtyQ Jt)Ap' 

(6.31) 

or, in tenns of UJt , 

DyAJt =VyAJt - UUVu(<5~Uy +<5~UJt -gJtyUP)Ap 

(6.32) 

Clearly, Dy AJt is a Weyl tensor weight 0: 

0,. = Dy AJt' (6.33) 

Now, we can calculate the "confonnal divergence" of 
AJt , defined as DJt A Jt = gJty Dy AJt; it results from (6.31): 

DJt A Jt = VJt A Jt + QJt A Jt, (6.34) 

or, in tenns of UJt ' 

DJt A Jt = VJt A Jt + (2U YVyUJt -1UJt VyUY)A Jt. 

(6.35) 

Thus, DJt A Jt results a Weyl scalar of weight - 1: ---DJt A Jt =A -IDJt A Jt. (6.36) 

Then, we shall take, as the Lagrangian density for AJt , 

.Y = -lFJtyFJty - (a/2)(DJt A Jt)2. (6.37) 

In this way, .Y turns out to be a Weyl scalar of weight 
- 2 as we wanted. 

From (6.37), by means of Lagrange equations (3.3), we 
obtain the following equations for AJt: 

V JtF Jty + aVY(DJt A Jt) - aQ YDJt A Jt = O. (6.38) 

E. Conformal Inner product 

In order to define an orthononnal basis in the space of 
complex solutions of the field equations, and on account of 
the confonnal covariance of the theory, it is necessary to 
introduce an inner product (WJt ; VJt ) 1:, invariant under 
confonnal transfonnations, where WJt and VJt are complex 
solutions of the field equations and 1: is a Cauchy surface of 
V4 • 
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Moreover, we demand the invariance of ( ; h under 
changes of the Cauchy surface l: (l: invariance). 

The expression (4.8) suggests for ( ; ) the form 

( WI'-·V ) -ii (VI'-V W· - WI'-V V)dqy (6.39) , I'- - y I'- y I'- . 
1: 

However, this inner product is unsuitable because under 
conformal transformations we have . 
(VI'-VyW: - WI'-Vy VI'-)-

= [V I'-V W· - W I'-V V y I'- y I'-

+ (VyW: - W~VI'-)Vl'-lnA]A. -I, 

and then 
~ 

(W 1'-; VI'- ) :1= ( WI'-; VI'-)' 

(6.40) 

(6.41 ) 

In consequence, if we want to preserve the conformal 
covariance of the theory, we must modify (6.39). 

(A) We propose, for Eq. (6.14), the following expres­
sion: 

(WI'-;VI'-) =i L [VI'-VYWI'- - WI'-VyVI'-. 
+a(VI'-VI'-W~- WI'-VI'-Vy) 

+b(VyVI'-WI'-- WyVI'-VI'-)]dqy, 

(6.42) 
where a and b are dimensionless constants to be determined. 

Under (2.1) we have, from (6.42), 
,..--

( WI'-; VI'-) = (W 1'-; VI'-) + i (1 + a + b) 

X L (VyW:- WyVI'-)Vl'-lnAdqy, 

(6.43) 

and then, in order to preserve the conformal invariance, we 
must take 

1 + a + b = O. (6.44 ) 

On account of Gauss's theorem, the l: invariance is 
equivalent to 

VY[VI'-VyW: - WI'-VyVI'- +a(VI'-VI'-Wy - WI'-VI'-Vy) 

+ b ( Vy VI'- WI'- - W y VI'- V 1'-) ] = o. (6.45) 

Developing (5.45) and using the field equations (6.14), 
we obtain . 
(1 +a +b)(VI'-VVVyW: - WI'-VVVyVI'-) =0. (6.46) 

In consequence, the l:-invariance condition is 

1 +a +b=O. (6.47) 

Therefore the conformal invariance condition and the 
l:-invariance condition are the same. 
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Thus, we take for ( ; ) the following expression: 

(WI'-;VI'-) = i L [VI'-VYWI'- - WI'-VI'- VI'-

. . 
- (1 + b)( V I'-V I'- W y - W I'-V I'- Vy ) 

+b(VyVI'-WI'-- WyVI'-VI'-)]dqy, 

(6.48) 
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where the constant b remains arbitrary. 
(B) In this case we propose, for ( ; ), 

( WI'-·V ) = ii (VI'-D W· - WI'-D V)dqV, , I'- y I'- y I'-
1: 

(6.49) 

where Dy is the conformal derivative defined in (6.31). 
Clearly, on account of (6.33), (6.49) results conformal­

ly invariant . 
From (6.31) we obtain the following expression for 

(6.49) in terms of the Riemannian derivatives of W: and 

VI'-: 

( WI'-·V) =ii [VI'-V W· - WI'-V V , I'- y I'- y I'-
1: 

+QI'-(WI'-Vy - VI'-Wv)]dqY. (6.50) 

In order to obtain the l: invariance of (5.49) we impose 
the condition 10 

. 
VY(VI'-DyW: - WI'-DyVI'-) =0. (6.51 ) 

Developing (6.51) and using the field equations (6.38), . 
(1-a)VY(VyDI'-WI'-- WyDI'-VI'-) =0. (6.52) 

So, we assure the l: invariance of (6.49) by taking in 
(6.38), a = 1. Then, the field equations are 

(6.53 ) 

We note that the expression of ( ; ) is different for the 
cases (A) and (B) because the field equations are different. 

F. Gauge conditions 

Now, we must face the construction of appropriate 
gauge conditions in order to eliminate the unphysical pho­
tons. Naturally, we shall require conformally invariant con­
ditions. 

(A) For this case we take, as a generalization of (6.5), 

(6.54) 

where UI'- is the timelike vector field introduced in Sec. 
VI B. 

In the coordinate system where UI'- = (Uo,O,O,O), 
(6.54) turns out to be Ao = o. 

Since UI'- and A I'- are Weyl vectors, (6.54) turns outto 
be a conformally invariant condition . 

(B) In this case, the gauge condition will be 

(DI'-A 1'-)-IPhys) =0, (6.55) 

where (DI'- A I'- ) - is the negative-frequency part of the oper­
ator DI'- AI'-. Now, the conformal invariance of (6.55) be­
comes evident. 

VII. CONFORMAL TRANSPLANTATION 

Conformal theories present a very convenient formula­
tion for the study of fields in space-times with conformal 
metrics to the Minkowski one; i.e., those metrics can be writ­
ten in any coordinate system (s o,s I,S 2,S 3) as 

(ds)2 =A(S 1'-) [(dSO)2 - (ds 1)2 - (dS 2)2 _ (dS 3 )2]. 

(7.1 ) 
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If ,1(5' 1') = ,1(5'0), we find the very important case of 
the Robertson-Walker metric, corresponding to an expand­
ing universe, 

(dS)2 = (dt)2 - a2 (t) [(dX)2 + (dy)2 + (dZ)2), (7.2) 

which we can write as 

(dS)2 = a2(11) [(d1/)2 - (dX)2 - (dy)2 - (dZ)2], 

where 1/ is the "conformal time," defined by 

d1/ = dt la(t). 

(7.3 ) 

(7.4) 

So, we have a metric that is conformal to the fiat one. In 
this case we have 

(7.5) 

We shall call, in the general case (7.1), the coordinates 
5' I' "conformal coordinates." The advantage of working 
with conformal coordinates is that in this case we can solve 
the equations in such coordinates as in the fiat case (if we 
have a conformal theory). 

In the spin-I case, we can do it, now, because we have a 
fully conformal theory. Naturally, in conformal coordi­
nates, the solutions will be the ones corresponding to Min­
kowski space. Then, we perform the conformal transforma­
tion in order to work in the metric we want to study. We shall 
call this method the "conformal transplantation." A very 
important feature of the conformal transplantation is that it 
allows us to define univocally (by analogy with the fiat case) 
the particle model, i.e., the decomposition of the solutions 
into the positive- and negative-frequency parts (in the Rob­
ertson-Walker universe, at least). 

VIII. MASSLESS FIELDS IN THE EXPANDING UNIVERSE 

Now, we shall limit ourselves to the particular case of an 
expanding universe, i.e., the space-time where the metric is 
(7.2). We shall call V4 an expanding universe even in the 
case where a (t) is not monotonically increasing with time t. 

A. Scalar field 

We shall start the study of the massless fields in the 
expanding universe with the well-known case of the scalar 
field. UsingEq. (4.7) and the inner product (4.8), we obtain 
the basis of solutions in fiat space-time: 

FLrP~ (x) = (21T) -312(2K) -1/2 exp[ =+ i(Kt + kx»). 

(8.1) 

Since rP is a Weyl scalar of weight -! and taking into 
account Eq. (7.5), the basis of solutions for the metric (7.2) 
will be 

RWrP~ (x) 

= a-l(t)FLrPk (1/,x) 

= a-I (t) (21T) -3/2(2K) -1/2exp [ =+ i(K1/ + kx»). 

(8.2) 

This is the well-known "conformal transplantation" for 
spin-O, which now we extend to another spins. 
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B. Neutrino field 

We shall consider, as another example, the spin-! field. 
An orthonormal basis of solutions ofEq. (5.26) in fiat space­
time, on account ofthe inner product (5.33) is 

FL¢'& -) (x) = (21T) -3/2eH(n)exp[ - i(Kt + kx)], 

(8.3 ) 
FL¢'& + lex) = (21T) -3/2e(+)(n)exp[i(Kt + kx)], 

where e(-)(n) and e(+)(n) are four-component spinors cor­
responding to negative and positive helicity, respectively. 

Since ¢' is a Weyl spinor of weight -~, we deduce, for 
the metric (7.2), 

(8.4) 

i.e., that the "conformal transplanted" basis is 

RW¢,&-)(x) = (21Ta)-3/2e(-)(n)exp[ -i(K1/+kx»), 

(8.5) 
RW¢'~ + )(x) = (21Ta)-3/2e(+)(n)exp[i(K1/ + kx»). 

C. Electromagnetic field 

Now we shall apply the conformal transplantation 
method to analyze the electromagnetic field in the Robert­
son-Walker universe. We shall solve this problem in the two 
gauges, the temporal gauge (A) and the Gupta-Bleuler 
gauge (B), and we shall show that in both cases the particle 
model obtained is the same. 

In order to apply the conformal transplantation meth­
od, we need to solve the problem in the fiat case. 

(A) We begin our study in Minkowski space. We take 
the timelike field U I' = (1,0,0,0) in order to reproduce the 
temporal gauge condition (6.5). In fact, with such a choice 
of U 1', (6.54) turns out to be 

( 8.6) 

Then Ao disappears as a dynamic coordinate and the 
field equations are 

(8.7) 

or 

In order to solve (8.8) we postulate the solution 

rPj(k,x) =fj(k,t)e- ikx
• (8.9) 

By replacing (8.9) and (8.8) we obtain, forfj, 

~ +~(8ij -ninj )/; =0, (8.10) 

where K = Ikl, ni = k;lk, and' = d Idt. 

If we take for convenience k = (0,0, - k), Eqs. (8.10) 
read 

II +~ II =0, 
12+~ 12=0, 

13=0, 

(8.11 ) 

Clearly, from (8.11): 11,2 _e±ikt and 13-a + b· t 
with a,b constant. 

In consequence, we obtain transverse modes (T) and 
longitudinal ones (L): 
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(T);~m) (x,k) = (21T) -3/2(2K) -1/2 

XE~m)(k)exp[ -i(Kt+kx)], 
(8.12) 

(L);; (x,k) = (21T- 3/2 (2K) -1/2n; (/ + gKt)exp( - ikx). 

The index m takes the values 1,2 corresponding to the 
two transverse modes; / andg are dimensionless constants to 
be determined with the E~m)(k), by demanding on ;;, (a) 
orthonormality in the inner product, and (b) canonical 
commutation relations. 

Precisely, (a) we demand 

«T);~j) (x,k); (T);i(m) (x,k'» = - ~jm~(k' - k), 

«L);;(x,k); (L);;(x,k'» = - ~(k' - k), 

(8.13 ) 

«T)",; ( k)·(TlJ.* ( k'»-O ~(j) x, , ~;(m) X, -, 

where the inner product ( ; ) is (6.48). 
Introducing (8.12) in (8.13), we obtain, after calcula­

tion, 

E*(J) • E(m) = ~jm, 
(8.14) 

Im( g*f) = 1. 

(b) We demand the following commutation relations at 
t = const: 

where E; (t,x) = - A; (t,x), and all others = 0. 
Then we write the field A; as 

A; (t,x) = fd 3te {I [(T);;(j) (x,k)a(j) (k) 
(j) 

+ (T);~j) (x,k)aL) (k)] 

(8.15 ) 

+ (L);;(x,k)La(k) + (L);r(x,k)Lat (k)}, 

(8.16) 

and we require the usual commutation relations for the cre­
ation and annihilation operators: 

[a(j) (k),aim) (k')] = ~jm~(k' - k), 

[La(k),Lat (k')] = ~(k' - k), 

and all others = 0. 

( 8.17) 

Replacing (8.16) in (8.15), in account of (8.17), we 
have 

I [E~m)(k);jm)(k) _;~m)( -k)E~m)( -k)] =0, 
m 

~ ~ [E~m) (k);jm) (k) 
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+ ;~m)( _ k)Ejm)( - k)] = ~ij - n;nj' 

Then, the requirements (a) and (b) imply 
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(8.18) 

;(j)(k) . £(m)(k) = ~jm, 

L [E~m)(k)EJ'(m)(k) _;~m)( -k)Ejm)( -k)] =0, 
m 

~ ~ [E~m)(k)EJ'(m)(k) 

+ ;~m)( _ k)Ejm)( - k) ] = ~ij - nlnp 

Im(g*f) = 1. 

Note that 

(T)~~m) (x,k) = _ i(21T- 3/2 )(k /2) 1/2E~m) (K) 

Xexp[ - i(Kt + kx)], 

(8.19) 

(8.20) 
(L)~; (x,k) = g(21T) -3/2(k /2) 1/2n; exp( - ikx). 

In consequence, the unphysical modes (L) can be eliminat­
ed a posteriori by taking 

g = - i{3, (8.21) 

where we shall take {3--+O after calculations. II 
Moreover, in order to satisfy (7.19), we must take 

/= lI{3. (8.22) 

Finally, we can take, as the basis of solutions of (8.8), 

(T);~I) (x,k) = (21T) -3/2(2K) -1/2 

X (0, - 1,0,0)exp[ - i(Kt + kx)], 

(T);~2) (x,k) = (21T) -3/2(2K) -1/2 

X (0,0, - 1,0)exp[ - i(Kt + kx)], 

(8.23) 

(L);", (x,k) = (21T) -3/2(2K) -1/2( (lI{3) - i{3Kt) 

X (0,0,0, - 1)exp( - ikx), 

and its conjugate complex. 
SinceA", isa Weyl vector of weight 0, the corresponding 

solutions for the metric (6.2) will be, in coordinates t, x, y, Z, 

RW(T);~I) (x,k) = (21T) -3/2(2K) -1/2 

X (0, - 1,0,0)exp[ - i(K'T] + kx)], 

RW(T);~2) (x,k) = (21T) -3/2(2K) -1/2 

X (0,0, - 1,0)exp[ - i(K'T] + kx)], 

(8.24) 

RW(L);", (x,k) = (21T) -3/2(2K) -1/2( (lI{3) - i{3K7J) 

X (0,0,0, - 1 )exp( - ikx), 

and its conjugate complex. 
(B) For the Gupta-Bleuler method, in Minkowski 

space, and taking as in (A), U'" = (1,0,0,0), we obtain, 
from (6.53), 

The solutions are orthonormalized by means of 

( ;1-'(k,s);;1-' (k' ,s'» = - 'T]ss'~(k - k '), 

(8.25) 

(;"'(k,s); ;:(k',s'» = 0, (8.26) 

(*;"'(k,s);*;", (k',s'» = 'T]ss'~(k - k '), 
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where 1]ss' is the Minkowski tensor (1]00 = -1]11 = - 1]22 

= -1]33 = 1 and 1]ss' = 0, Vs' "/=s) and the inner product is 
(6.49), which in this case takes the form 

( WP'V )=i1 (Vpa wp-wpa V)duV (8.27) , J.I. v 'V J.l • 
1: 

We postulate for (8.16) the solution, as in (A), 

¢v(k,s;x) = Ev(k,s)exp( -iKpX
p

). (8.28) 

By replacing (8.19) in (8.17) and performing the inte-
gration on a surface t = const, we obtain the following con­
ditions on Ev: 

(8.29) 

Then we can take, as the basis of solutions of (8.16) [we 
take k = (O,O,k)], 

FL¢p (k,O) = (21T) -3/2(2K) -1/2( 1,0,0,0) 

Xexp[ - i(Kt + kx)], 

FL¢p (k, 1) = (21T) -3/2(2K) -1/2(0, - 1,0,0) 

Xexp[ - i(Kt + kx)], 

FL¢p (k,2) = (21T) -3/2(2K) -1/2(0,0, - 1,0) 

xexp[ - i(Kt + kx)], 

FL¢p (k,3) = (21T) -3/2(2K) -1/2(0,0,0, - 1) 

Xexp[ - i(Kt + kx)], 

and its conjugate complex. 

(8.30) 

The unphysical modes s = 0,3 are removed from the 
physical states, by means of the gauge condition (6.55), 
which in this case is simply (6.8).7 

Now, we obtain the corresponding solutions for the 
Robertson-Walker metric by performing the conformal 
transplantation. 

So, in coordinates (t, x, y, z), we have 

RW ¢p (k,O) = a-I (t) (21T) -3/2(2K) -1/2( 1,0,0,0)exp[ - ;(K1] + kx)], 

RW¢p (k,l) = (21T) -3/2(2K) -1/2(0, - 1,0,0)exp[ - i(K1J + kx)], 
(8.31 ) 

RW¢p (k,2) = (21T) -3/2(2K) -112(0,0, - 1,0)exp[ - ;(K1] + kx)], 

RW¢p (k,3) = (21T) -3/2(2K) -1/2(0,0,0, - 1 )exp[ - i(K1] + kx)]. 

Of course, in this case, the unphysical modes s = 0,3 are 
removed, in the same way as in the fiat space, by means of the 
condition (6.55), which takes the form 

(ap A I' + HAo) -lPhys) = 0, (8.32) 

where H = a -I dal dt is the Hubble coefficient. 
The demonstration is unnecessary on account of the 

conformal invariance of condition (6.55). In fact, all the fiat 
space-time formalism can be conformally mapped to the 
Robertson-Walker universe. 

So, we obtain in the cases (A) and (B) the same particle 
model for the Robertson-Walker universe. 

These results have been possible because we dispose of a 
fully conformal theory (field equations, inner products, and 
gauge conditions are conformally invariant) and it explains 
the inconsistency of Ref. 3 where the theory was not confor­
mally invariant. We believe that this is the cause of the incon­
sistency, not the quantum equivalence principle; in fact, it 
seems to us quite impossible to formulate a nonconformal 
quantum theory for massless particles (at least without 
ghosts). 

Another important feature of this theory is the fact that 
the introduction of the timelike vector field U I' in the for­
malism is necessary in order to obtain the elimination ofthe 
unphysical photons. Also, on account of condition (6.55), 
we obtain, for Eq. (6.53), 

(PhysI VPFpv IPhys) = 0. (8.33) 

Thus, the field U I' disappears on average, in the Gupta­
Bleuler method, from the field equations. It seems that the 
field U I' is necessary for us to perform the quantization in 
curved space-time, while classically it is irrelevant. 
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IX. CONCLUSIONS 

We see that the conformal model, known for a spin-O 
massless field, can be extended to higher spins. 

For the spin-1 case, however, it is necessary to introduce 
a timelike vector field Up. We can perform this generaliza­
tion in two ways: the temporal gauge method and the 
Gupta-Bleuler method. Both methods yield the same parti­
cle model when they are applied to the Robertson-Walker 
universe. Besides, the field U I' disappears on average. 

APPENDIX: UNIQUENESS OF A .. 

We want to determine the expression of AI' that verifies 

{Ap,Yp} =0, (AI) 

[AI" Yv] =!( Yp av In A. - gpv y p ap In A.), (A2) 

where [ , ] and { , } are the commutator and anticommuta­
tor, respectively. 

In order to obtain AI' we write AI' as a Clifford expan­
sion: 

(A3) 

where r is the matrix defined in (5.37) and 
upv = H Y 1" Y v]· The coefficients aI" hI" cpv ' dpv , and Eppv 
must be determined by means of (AI) and (A2). 

For calculations it is convenient to take at every point of 
V4 an orthonormal base, where gpv = diagonal matrix. 

After a straightforward, but tedious, calculation using 
the properties of Dirac matrices, we obtain from (A 1 ) , 
(A2), and (A3) the following values: 
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ap' = bp. = Cp.v = dp.v = 0, 

Ep.vp = - (j/8)( gp.p av In A - gp." ap In A), 

and then, introducing (A4) in (A3), it follows that 

Ap. = - !O'p.v VV InA = i(Y" Yp. - Yp. Yv )V" In A. 

Therefore, the uniqueness of (5.25) is proved. 

(A4) 

(AS) 
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aWe believe that this vector field could have a physical interpretation; it 
could be considered as the field of velocities of a set of infinite observers 
covering all space-time. In fact, our final objective will be that the formal­
ism removes the scalar and longitudinal photons (without physical sense) 
which cannot be defined in a covariant way in curved space-time if we do 
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not define a time direction, which we may think of as the speed of the 
observer at each point of the manifold. We assimilate the field of observers 
to an ideal referential fluid that fills the manifold, [G. Cattaneo, Nuovo 
Cimento 10,318 (1958) 1, which is defined by the set of space-time trajec­
tories of the particles. Then, U will be the unitary vector tangent at each 
point of the fluid, which will be a timelike vector. We shall try to clarify 
this interpretation with other examples in forcoming papers. 

9'J'he relativistic covariance ofEq. (6.14) will be assured by imposing, as we 
shall see, the Gauss law VI'Fp/J = O. Then, we shall have the equation 
V "F "y = 0, which is obviously covariant. 

I°Let us note that (6.51) has conformal consistency. In fact, because 

V "Dy W; - W I'Dy VI' is a Weyl vector of weight - I, we deduce, from 

(2.19), 

[VY(V"D W· - WI'D V )]- =A. -2VY(V"D W - W"D V) vp vI-' v,." vI-" 

and therefore the condition (6.51) is conformally invarant. Clearly, the 
same property holds for (6.45). 

IIWhen we take p.....o we obtain Gauss's law, div E = O. In fact, from Eqs. 
(8.16), (8.20), and (8.21) it follows that 

divE(t,x) = -P f d3k(21T)-3/2K(K/2) 1/2 

X {La(k)e- I
"'" + Lat (k)e''''''}. 

Then, to impose Gauss's law we must take the limit p.....o. 
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Compatibility of weak rigidity with some types of elastic schemes 
V. delOlmoa) and J. Olivert 
Departament de Mecanica i Astronomia, Facultat de Matematiques, Burjassot, Valencia, Spain 
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The behavior of the hypoelastic-Synge, hypoelastic-Maugin, and hypoelastic-Carter and 
Quintana almost-thermodynamic material schemes, under weak rigidity hypotheses, is studied. 
In every case, the absence of principal transverse shock waves (or the vanishing of the 
corresponding speeds) is obtained. The same result follows for the longitudinal shock waves when 
the Lame coefficient p, does not vanish. A definition of an elastic almost-thermodynamic material 
scheme based on the Fermi-Walker transport is proposed and compared with the above elastic 
schemes. The speeds of the principal shock waves associated are attained and its compatibility 
with the Ferrando-Olivert incompressibility condition is proved. In the presence of weak rigidity 
the elastic schemes here defined lead (assumingp,#O) to the Born-rigidity condition. 

I. INTRODUCTION 

Controversy exists between different authors about the 
way in which the theory of elasticity in general relativity 
must be formulated. Thus, for instance, Synge! refuses to 
establish a linear relation between a strained state (with re­
spect to an initial one) and the stress that produces the defor­
mation; consequently, he postulates a linear relation 
between rate of strain and rate of change of stress by using 
the covariant derivative. Rayner,2 in order to define the 
strain tensor, introduces two metrics: the one corresponding 
to the strained body and another that describes its "natural 
state," i.e., the state of the elastic body previous to the defor­
mation; the latter treatment follows directly the classical 
one. 

Nevertheless, in Rayner's work, the dimensions of the 
elastic body do not take part, unlike the classical Hooke's 
law. Choquet-Bruhat and Lamoureux-Brousse,3 Carter and 
Quintana,4 and Maugin5 partially solve this deficiency by 
inserting the term 

stress 

mass-energy density 

in their respective formulations. 
Reference 3 deals with a formalization of Cattaneo's 

work6 about the "state of reference" and introduces a 
Hooke's law which in Ref. 4 is obtained as a consistency 
condition for the equations of motion. In this way, Rayner's 
work is generalized, given that the Carter and Quintana ma­
terial structures contain, in an implicit manner, the un­
strained state. Also, the use of the formalism of the convect­
ed derivative7 is implicit, as Oldroyd proves, in Ref. 2. 

A Hooke's law relates the stress with the increase of 
length without presence of any effect due to the internal rota­
tions. This fact is not considered in the generalized laws 
quoted above; to take it into account is one of the purposes of 
this paper. 

If we wish to formulate a Hooke's law in the manner 
explained, we must remove the rotational effects due to the 
different observers that describe the worldlines of our 
scheme. With this intention, the use of the Fermi-Walker 
transport seems suitable to us. 

In Sec. II we establish a Hooke's law without deformant 

aJ Present address: Catedrade Matematicas, E. U. de Informatica, Universi­
dad Politecnica de Valencia, Valencia, Spain. 

torsions in which the rate of change of the stress is given by 
means of the Fermi-Walker transport [Eq. (2.8) ]. Then we 
express this law in the form in which the elastic schemes are 
usually presented in the literature [Eqs. (2.11) and (2.15) ] 
and compare it with the ones presented by Maugin and by 
Carter and Quintana. What is deduced from our study is that 
the formulation here suggested appears as an intermediate 
stage between both of them and does not contain terms in the 
rotations. 

In Sec. III we study the compatibility of the elastic 
schemes defined by Synge, Maugin, and Carter and Quin­
tana with the weak rigidity presented in Ref. 8. This compa­
tibility must be considered from the kinematical point of 
view since the concept of a material scheme evolves from a 
given continuous medium. In all the cases analyzed we ob­
tain absence of principal transverse shock waves (or vanish­
ing of their speeds) but we do not get information with re­
spect to the longitudinal ones except for the case in which the 
Lame coefficient p, does not vanish. 

Section IV studies the behavior of the elastic schemes 
introduced in Sec. II and their compatibility with the Fer­
rando-Olivert incompressibility condition9 and with the 
weak rigidity.s Previously to this work, we obtain (Proposi­
tion 4.1) the expressions for the speeds of the principallongi­
tudinal and transverse shock waves in such schemes. The 
results attained lead us (Proposition 4.2) to positive out­
comes with respect to the compatibility with the incompress­
ibility. Finally, Proposition 4.3 collects the results obtained. 
If we join the weak rigidity hypotheses to Eq. (2.15) we get 
Born rigidity when the Lame coefficient p, does not vanish. 

Everywhere in this work we consider that the space­
time manifold M will be pseudo-Riemannian, connected, 
and of the Hausdorff type, endowed with a metric hyperbolic 
tensor field g of signature (3,1) and with a linear connection 
'i/, compatible with g, and without torsion. (Second-order 
Christoffel symbols will be noted as r. : .) 

According to Ref. 10, an almost-thermodynamic mate­
rial scheme defined in M is a domain D of the space-time 
manifold in which a second-order energy-momentum tensor 
T is defined that is normal and such that if u is its four­
velocity vector and - p (p > 0) the associated eigenvalue, 
we have the decomposition 

p=r(1+E), (1.1 ) 
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p being the proper mass-energy density of the scheme D, r its 
matter density, and € its specific internal energy. 

By defining the spatial projector r by means of the equa­
tion 

r=g+ u®u, 

the energy-momentum tensor is expressed as 

T=p(u®u) +t, 

( 1.2) 

(1.3 ) 

where t is the relativistic stress tensor (projection of T by 
means of r). Spatial tensors will be the orthogonal ones to 
the four-velocity u. 

Concerning the tensorial expressions, Latin indices will 
be meant to range from 1 to 4 and Greek indices will range 
from 1 to 3. 

The tangent fiber bundle of the space-time manifold M 
will be noted as TM and, for every pEM, TpM will symbolize 
the tangent space at p. 

The rate strain tensor d and the rotation tensor n are 
defined, respectively, by means of the tensor symmetrization 
and skew symmetrization 

eij = 1';1j V kU/, (1.4 ) 

d being also expressed as 

d= !Lur, (1.5 ) 

where Lu symbolizes the Lie derivative with respect to u. 
Also, the symbols Fu and Cu will be used, respectively, for 
the Fermi derivative and for the convected derivative. 

Since we apply in Secs. III and IV the method of the 
Hadamard discontinuities, we will say that the notations are 
the same as in Ref. 10. Notwithstanding, let us say that U 
symbolizes the speed of the corresponding shock waves, A. i 

the components of the shock waves spatial propagation di­
rection vector, and ~ the infinitesimal discontinuity of the 
tensor on which it acts. The Maugin projector is defined as 

s= r-A. ®A., 

and we get the decomposition 

~u i = ~ ui + A. i~ulI ' 

where 

~ui =S~~~ 

and 

( 1.6) 

( 1.7) 

( 1.8) 

( 1.9) 

Moreover, when we use principal shock waves, the cor­
responding directions will be given by A. i,d \a) (a:2,3) and, 
in this case, 

( 1.10) 

Finally, let us say that everywhere throughout this pa­
per, the units have been chosen so that the light velocity in 
the vacuum has the constant value 1. 

II. HOOKE'S LAW AND FERMI DERIVATIVE 

With the purpose of contrasting our definition of weak 
rigidity in elastic almost-thermodynamic material schemes 
now we intend to give a definition of elastic scheme accord-
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ing to the evolution of observable magnitudes. 
First we reformulate the Fermi derivative from the Fer­

mi connection 11,12 in the usual form in which the derivation 
operators are presented. 

From the system of differential equations determined by 

(2.1 ) 

X being a vector field defined on a congruence of streamlines 
c of the scheme D, we obtain, in a coordinate neighborhood 
of a local chart in which X= (X 1.x 2.x 3.x4

), 

c = (ci,c2,c3,C4
) , and ui = dciJdT, 

dX i 
. k --+ A 'kX (c) = 0, 

dT 

where 
i i' ill j A k=rkju'-gk/(UVuU -uVuu). 

Let us define now the vector spaces 

E = {X· c that verify Eq. (2.1)} 

and 

ET = {X(c(T»)eTc(T)D IX· CEE}. 

The linear map 

IlT:E~ET' 

(2.2) 

(2.3) 

defined by IlT (X) = X (c ( T») is, by virtue of the existence 
and uniqueness theorem for the solutions of the system given 
by Eq. (2.1), a bijection. 

The Fermi-Walker transport is defined as 

07 =11. oll.-I:E ~E 
'T t .T2 r-T2 r-T1 TI 1'2' 

an isomorphism that verifies the properties 

(l)YTT=Ir M, 
• C(T) 

(2) YT,r = 07;:), 
(3) YT,roYrT" = Y T,.,.". 

Moreover, if we define 07.,. = Yo,.,., we get 

(4) FuX = 0 implies Y.,.X(c(O») = X(c( T»). 

For more details on this process see Refs. 13-15. 
Now, it is possible to define the Fermi derivative of the 

vector field X with respect to the four-velocity u of the 
scheme in c(O), as 

lim {y.,.-l(X(C(T») - X(C(O)))}, 
.,.....0 T 

(2.4) 

if this limit exists. Besides, we obtain that the expression 
given by (2.4) coincides with (FuX)c(o)' Thus, according to 
property (4), a necessary and sufficient condition for a vec­
tor field X to be Fermi-Walker transported along the 
streamlines of the scheme is the vanishing of FuX. 

The process followed above is generalized, in a natural 
way, for the tensor fields and we could obtain a transport 
that extends the one given previously and allows us to pro­
pose an expression like (2.4) for the Fermi derivative, with 
respect to the four-velocity u of the scheme, of the tensor 
fields. This form will be used to establish our relativistic 
Hooke's law. 

Every classical Hooke's law expresses the change of 
length proportionally to the stress, which, for a stick of 
length I and section s, is given by 
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I· F Is = k . ai, (2.5) 

whereF Is is the normal stress acting per unit of surface and 
k is the elastic constant. Equation (2.5) can be expressed, 
equivalently, as 

V· F Is = K· M, (2.6) 

Vbeing the volume ofthe stick and K the product k . s. 
In relativity we will proceed in the following way. Let us 

consider, at first, the congruence of timelike worldlines in 
which the deformation takes place. If fP1' is the flow that U 
generates,16 the change of length in each direction could be 
determined by means of 

fP~r- r (2.7) 

and, according to the Introduction, the Fermi-Walker 
transport will be used to formulate the term corresponding 
to the stress. 

As is known, the mass is conserved in the almost-ther­
modynamic material schemes; so, we will take volumes with 
unit mass, i.e., equaling 1!r. 

Taking into account Eq. (2.6), we postulate the relativ­
istic Hooke's law 

Y1'-1 (tlr) - (tlr) =C'(fP~r-r), (2.8) 

in which C' is an elastic tensor field ofthe usual type.4,S In 
particular, it will be a fourth-order spatial tensor field whose 
components are C !Jkl in some coordinate basis. 

Equation (2.8) is susceptible to transformation by di­
viding both sides of it by l' and taking limits. Thus, 

1· {Y1'-I(tlr)-(tlr)} C' l' {fP~r-r} 
~ =.~, 

1'--+0 l' 1'---+<l l' 

(2.9) 

which, having in mind the generalization of (2.4) and the 
concept of the Lie derivative, leads us to 

(2.10) 

or, by virtue of the definition of the strain rate tensor, to 

Fu (t Ir) = C(d), 

where C = 2C'. 

(2.11 ) 

Equation (2.11) expresses the change of the relativistic 
stress tensor per unit of volume by means of the change of the 
spatial metric. The elastic tensor C could have the form of 
the Maugin zero-order hypoelastic tensor and so it will be 
considered henceforth. 

At this moment our purpose is to establish local expres­
sions equivalent to the one given by Eq. (2.11) and compare 
them with another used in the literature. 

If we develop the left side of Eq. (2.11), we will get 

Fu (t Ir) = (1!r)Fut + t· Fu (1!r) 

= (llr)Fut + t· u(llr) 

= (1!r)Fut - (t Ir)Vur. (2.12) 

After considering the continuity equation 

Vur= - rd i
i 

and replacing it in Eq. (2.12), the result is 

Fu (t Ir) = (llr)Fu t + (t Ir)d ii 
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(2.13) 

(2.14 ) 

and we deduce that every elastic almost-thermodynamic 
material scheme defined by Eq. (2.11) verifies 

Futij + tijd c
c = rCijkldkl = Jijkldkl. (2.15) 

At first sight, Eq. (2.15) contains on one hand a change 
of the stress of Synge typel while the other terms remind us 
of the Maugin and Carter and Quintana elastic schemes. 

Previously to a more detailed comparison between the 
different types of elastic schemes, we study the general rela­
tion between the Fermi and the convected derivatives, the 
last one introduced by 0ldroyd7 to establish rheological in­
variance for a set of state equations in general relativity and 
used by Carter and Quintana to formulate their elasticity 
theory for perfect solids. 

Lemma 2.1: Let s be a tensor field of type (a,b) defined 
in an almost-thermodynamic material scheme D of the 
space-time manifold M. The following general relation 
between the Fermi and convected derivatives of s with re­
spect to the four-velocity u of the scheme, holds: 

(2.16 ) 

Proof: For a given local chart, the local expression of C uS 
is given by4 

(C )
i, ... i. 

uS j, ... j. 

a . . . . . . 
~ " ... '. - IC" + I ... '. (V" + "V ) - ~ Sj, .............. j. cU U uUc 

k=1 

b. . 

+ L s;: :.: j~~' ;~j~'~ ·I·.~~j. (Vj • UC + uCV u uj• ). 
k=1 

(2.17) 

On the other hand, from the Fermi connection FuX, 

given by Sachs and WU, II and after expressing the Fermi 
derivative for tensor fields in a local form (a way of making 
this would be to apply the process pointed out by the Will­
more theorem l7

), we have 

(F )
i, ... i. 

uS j, ... j. 

a . . .. .. 

+ ~ ',"·'._IC"+'''''. ( V '. '·V ) ~Sj, ............. j. Uc uU -u uUc 
k=1 

b. . 

+ ~ $', ......... : .... ' •. (UCV u -u V UC). 
~ ~, "'lk - IClk + I ... J. u i. i. u 

k=1 

(2.18) 
From Eqs. (2.17) and (2.18) we obtain Eq. (2.16) by 

subtracting them and after using the definition of d ij and flij; 
i.e., taking into account the relation 

Vju i = dij + flij - ujVuui • 

The general relation (2.16) shows us that the convected 
and the Fermi derivatives are not independent operators. 
The first of them is simple when it is calculated in properly 
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comoving reference systems.7 Moreover, the Fermi deriva­
tive of the metric tensor field vanishes so the process of rais­
ing and lowering indices is easily performed. 

Let us consider now the different types of elastic 
schemes. 

The Maugin Hooke's laws has the form 

ykiYjLutkl +tijd c
c = Jijkldkl, (2.19) 

which differs from the one expressed by Eq. (2.15) in the 
term containing the Lie derivative of the relativistic stress 
tensor. 

Let us symbolize by Mij the components ofthe second­
order tensor field given by the left hand ofEq. (2.19): 

Mij = ykiYjLutkl + tijd c
c' (2.20) 

Besides, the covariant form of the Hooke's law defined 
by Carter and Quintana in Ref. 4 is 

YikYjlLut kl + tijd c
c = Jijkldkl, (2.21) 

which allows us to define the tensor field with components 

(CQ)ij = YikYjlLutkl + tijd c
c' (2.22) 

Finally, let us define, according to Eq. (2.15), the tensor 
field whose components are 

Eij = Futij +tijd c
c (2.23) 

and let up keep in mind that the term Fu tij can be expressed 
in an equivalent way, by virtue of the properties of the Fermi 
derivative, as 

F kl YikYjl ut . 

Our purpose is to compare, at first, the Maugin Hooke's 
law with the one established in this paper. The term 

ykiYj(Lutkl -Futk/) 

is written, taking into account the spatial covariant charac­
ter of the relativistic stress tensor t,as4 

ykiYj(Cutkl-FJk/)' 

which, using the general relation (2.16) between the Fermi 
and the convected derivative, leads to 

ykiYj(tkC(!)/1 +d C

/ ) +tcl(O\ +d\» 

or, given that t and 0 are spatial tensor fields, to 

tic (OCj + d Cj ) + tcj (OCi + d C
i ) 

= t/OCj + tCj0ci + t/dcj + tCjdci · 

Consequently, after defining the second-order tensor 
fields with components 

(2.24) 

and 

Dij = ti cdcj + t Cjdci (2.25) 

and using Eqs. (2.20) and (2.23), we can write 

Mij =Eij +Fij +Dij' (2.26) 

Let us see the corresponding result for the Carter and 
Quintana elastic schemes. The term 

Yik YjI (Lu t kl - Fu t k/) 

is expressed as 

YikYjl (Cut kl + tclukVuuc + t kcUIVuuc - Fu t k/) 
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from the relation between the convected derivative and the 
Lie derivative.4 

The latter expression is transformed, using again Eq. 
(2.16), into 

- YikYjl(tkc(O/c + d l
c ) + tcl(Okc + d\ »); 

i.e., into 

Fij-Dij' 

by virtue of the skew-symmetric character of O. 
At last, from Eqs. (2.22) and (2.23), we get 

(CQ)ij =Eij +Fij -Dij. (2.27) 

Let us remind the reader that the tensor fields Fij and D ij 
would represent, in each direction, the work produced for 
the stress and the rotations (power due to the internal rota­
tion) 10 and the work due to the stress and deformations. 
From Eqs. (2.26) and (2.27), we deduce 

Mij - (CQ)ij = Wij; (2.28) 

therefore, the Maugin and the Carter and Quintana elastic 
schemes only differ in the terms due to the deformation and 
coincide under the Born-rigidity hypothesis (d = 0). This 
result was found in a certain way in Ref. 10 where we ob­
tained identical results in both cases when the strain rate 
tensor vanished. 

On the other hand, from Eqs. (2.26) and (2.27), one 
deduces 

Eij = !(Mij + (CQ)ij) - Fij; (2.29) 

thus, the elastic almost-thermodynamic material schemes 
here defined present intermediate characteristics between 
the Maugin and the Carter and Quintana elastic schemes 
with the particularity that, according to our initial aim of 
giving an observational meaning to the relativistic elasticity, 
our definition d"oes not contain the terms due to the rota­
tions. 

III. WEAK RIGIDITY IN ELASTIC SCHEMES 

In a former work,lo the Born-rigidity condition was 
contrasted with the elastic schemes such as the ones pro­
posed by Synge, Carter and Quintana, and Maugin with the 
purpose of checking the incompressibility condition and the 
compatibility with respect to the inexistence of perturba­
tions. The negative results obtained for the hypoelastic­
Maugin and for the hypoelastic-Carter and Quintana 
schemes led us to modify the Born rigidity by adding to the 
nullity of the strain rate tensor, the vanishing of the spatial 
change of the relativistic stress tensor. Nevertheless, the re­
strictions that suppose in relativity the Born-rigidity condi­
tions induced us8 to propose the definition of weakly rigid 
almost-thermodynamic material scheme from which some 
results of the geometric type were obtained. 

Note that the weak-rigidity condition contains the van­
ishing of the spatial change of the relativistic stress tensor 
(Futij = 0). This fact, besides the conservation equations, 
led us lO to the absence of shock waves corresponding to the 
infinitesimal discontinuities of the four-velocity of the 
scheme. 

Our present aim is to check the weak rigidity concept 
with the elastic schemes proposed by Synge, Maugin, and 
Carter and Quintana as we announced in Ref. 8. The incom-
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pressibility condition is not affected given that the elastic 
schemes quoted above are compatible with the Ferrando and 
Olivert condition9 and, as it is proved in Ref. 8, the weak 
rigidity leads to the incompressibility. 

Consequently, we study the weak rigidity conditions in 
the elastic almost-thermodynamic material schemes with 
the purpose of verifying the absence of shock waves due to 
the discontinuities of the scheme four-velocity or, at least, 
the vanishing of their speeds. In any case, we will use the 
method of the Hadamard discontinuities. 

With respect to the elastic-Synge almost-thermodynam­
ic material schemes, we take into account the equations 

(3.1 ) 

and 

Vur=VuE=O=Futij' (3.2) 

i.e., a Synge Hooke's law10 and the equations defining the 
weak rigidity.s Here, the elastic tensor components Cijkl 
have the form (isotropic case) 

Cijkl = - Agijgkl - P(g/kgjl + gjJgjk)' (3.3) 

A and P being the Lame coefficients. 
By means of the contraction of Eq. (3.1) with rayib 

and after using Eqs. (3.2) and (3.3), we get 

(3.4) 

If we now use the definition ofthe strain rate tensor dkl 
and take Hadamard discontinuities in it, we obtain the fol­
lowing system in the infinitesimal discontinuities of the four­
velocity of the scheme D: 

P(YbIAa + YalAh )t5ul = O. (3.5) 

The symmetric spatial character of the tensor 

Pbl = Ybl + AbAI (3.6) 

allows us to apply the methods used in Ref. 10 and to get the 
system 

P(Ybl-AbAI)t5ui =0, 

2f,lt5ulI = O. 

(3.7) 

(3.8) 

If P = 0, the results obtained in Ref. 10 allow us to af­
firm that the speeds of the principal transverse shock waves 
(if these shock waves exist) vanish. 

Ifp#O, from Eq. (3.8) we deduce the absence oflongi­
tudinal shock waves. On the other hand, by contracting Eq. 
(3.7) with the principal directions dl(a) (a: 2,3), we ob­
tain straightaway 

t5u1 = 0 

and, consequently, the absence of transverse shock waves. 
Now let us consider the hypotheses of the hypoelastic-Mau­
gin schemes and weak rigidity: 

1';1jL"tkl + tijk\ = Jijkldkl, (3.9) 

V"r=V"E=F"tij=O. (3.10) 

Proceeding as in the former case (taking into account 
that weak rigidity implies the vanishing of the expansion 
velocity scalar d k k ) and developing the term containing the 
Lie derivative, we get 

A;taj t5ua + Ajtb/t5Ub = - rp(A1t5uj + Ajt5UI
); (3.11) 
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and after contracting with r kA I and again for principal 
shock waves, we obtain the system 

(tkl +rpYkl + (til + rp)AkAI)t5ul = O. (3.12) 

The spatial and symmetric character of the tensor, 
which is in brackets, allows us the use of the method of Ha­
damard, which leads to 

(tab +rpYab - (til +rp)AaAb)t5U~ =0, 

2(t1l + r P )t5ulI = O. 

(3.13 ) 

(3.14) 

By contracting Eq. (3.13) with the principal directions 
da(a) (a: 2,3), the former system can be expressed as 

aa(ta+rp)=O (a: 2,3), (3.15) 

(3.16) 

The vanishing ofthe terms ta + r P (a: 2,3) leads us, 
according to the results of Ref. 10, to the nullity of the speeds 
of the transverse shock waves (if they exist). If, by means of 
some kind of physical arguments, we could ensure that the 
terms ta + r P (a: 2,3) would not vanish-let us remind 
the reader that the principal stresses are divided by the light 
velocity and the corresponding terms would vanish in the 
classical limit, so their nullity seems to be reduced to the 
vanishing of p-Eq. (3.15) implies the absence of transverse 
shock waves. Furthermore the condition til + r p # 0 togeth­
er with Eq. (3.16) precludes the existence of longitudinal 
shock waves. 

Finally, a hypoelastic-Carter and Quintana weakly rigid 
almost-thermodynamic material scheme verifies 

.)c.lL tij+t d l _Jkl dab (3.17) 
( I( j" kl 1- ab , 

V"r=VuE=Futij=O. (3.18) 

Ifwe work in a similar way to the Maugin case and again 
for principal shock waves, we get the system 

(til - p)( Yij - AIAj )t5u~ = 0, (3.19) 

(til -P)t5u lI =0, (3.20) 

which, after contracting Eq. (3.19) with dj(a) (a: 2,3), 
gives 

aa (til - p) = 0, 

(til - P )t5u lI = O. 

(3.21) 

(3.22) 

Similarly, if we take into account the results obtained for 
the speeds of principal shock waves in the hypoelastic-Carter 
and Quintana almost-thermodynamic material schemes, 10 

we get, for til - P = 0, the vanishing of the speeds of the 
principal transverse shock waves (if they exist); while if 
til - P#O, from Eqs. (3.21) and (3.22) we deduce the ab­
sence of both transverse and longitudinal principal shock 
waves. 

In the three cases studied, we can extract as a general 
conclusion the absence of the principal transverse shock 
waves (of the vanishing of their velocities if they exist, which 
has the same physical meaning). With respect to the princi­
pal longitudinal shock waves, they are undetermined if 
p = O. Relatively, we could have in mind some classical con­
siderations as the ones which Landau and Lifshitz make in 
Ref. 18 and we could assume, in conditions ofthermodyna­
mical equilibrium, that the Lame coefficient p is positive 
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defined. This fact leads us to the absence of principal shock 
waves, for every scheme considered, under weak rigidity hy­
potheses. 

IV. BEHAVIOR OF THE ELASTIC ALMOST­
THERMODYNAMIC MATERIAL SCHEMES GIVEN BY 
EQ. (2.15) 

Our present purpose is to consider the elastic almost­
thermodynamic material schemes as they were defined in 
Sec. I. According to the general method followed in Ref. 10, 
we will work with the Hadamard infinitesimal discontinui­
ties to obtain the speeds of the principal shock waves with the 
purpose of studying the compatibility of such a schemes with 
the Ferrando-Olivert incompressibility condition. At last, 
we will study the behavior of these schemes under weak ri­
gidity hypotheses. 

Let us consider the Hooke's law given by Eq. (2.15), 
written in the form 

V t ij+t dC -rC dij rr;rlj u rl C - rlij , (4.1 ) 

where the Crlij are the components of the zero-order hypo­
elastic-Maugin tensor: 

Crlij = -Arrlrij -j.l(rr;rlj +rrjrli). (4.2) 

By applying Hadamard discontinuities to Eq. (4.1), we 
get 

U iii ij 1 iii ; _ rC 1 iiii ; - rr;rljut + trl/!,;uu - rlij/!, uU, (4.3) 

which, contracted with A I, gives 
2 I I' ; ( - rU 'f,; + A triA; - rCrlijA A J)8u = 0, (4.4) 

Ir; being the components of the tensor indexf of the scheme 
D: 

f = (1 + E)r + t fr. 
If we define 

2 I I . Qr; = -rU'f,; +A triA; -rCrlijA AJ, (4.5) 

taking into account the expression given by Eq. (4.2), we 
obtain, for principal shock waves, 

Qr; = - rU2fri + rj.lrr; + (r(A +j.l) + t)ArA;. (4.6) 

We can now state the following proposition. 
Proposition 4.1: In every elastic almost-thermodynamic 

material scheme given by Eq. (2.15), with the former par-
ticularizations with respect to the elastic tensor, the speeds 
of the principal shock waves in the longitudinal and trans­
verse cases are, respectively, 

(4.7) 

(4.8) 

ProotIf we consider the expression Qri given by Eq. 
(4.6) for the principal shock waves, given its spatial and 
symmetric character, the system (4.4) is equivalent to 

QJ.ri8 u~ = 0, 

QII8uII = 0, 

with 
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(4.9) 

(4.10) 

Qlri = SSrS }; ( - rU'l.) + r j.lrS) , 

QII = - (r(1 + E) + tll)U2 + r(A + 2j.l) + til. 
(4.11) 

(4.12) 

In order to obtain the speeds of the longitudinal shock 
waves, we assume 8uII :;60, 8u1 = 0. Thus, from Eqs. 
(4.10) and (4.12), we obtain Eq. (4.7). 

For the transverse shock waves, if 8uII = ° and 8u J. :;60, 
Eqs. (4.9) and (4.11) lead us to 

(4.13) 

which, after contracting with d r (al (a:2,3 ), gives 

U})r(1 +E)aa +aata)-rj.laa =0, (4.14) 

from which we deduce Eq. (4.8). 
The results presented in Eqs. (4.7) and (4.8) generalize 

the classic ones. If we use an elastic tensor of the Carter and 
Quintana type,4 these equations would not contain the mat­
ter density r in the numerators. 

The following result can be stated with respect to the 
contrasting of the Ferrando-Olivert incompressibility con­
dition in elastic scheme, which are given by Eq. (2.15). 

Proposition 4.2: Every elastic almost-thermodynamic 
material scheme according to Eq. (2.15), for the principal 
shock waves, is compatible with the incompressibility condi­
tion. 

Proof: Let us consider Eq. (4.3) and the expression ob­
tained by taking Hadamard discontinuities in the incom­
pressibility condition9,lO 

r rirlj U& ij = - rrlt k;Ak8u; + (2t rl + r(1 + E)y'I)A;8u;. 
(4.15 ) 

If we add both of them and contract with A I, we get 
1 11 'iii . I' k' rCrlij /!, /!,Juu' - triA A;8u' - ArAkt ;8u' 

+ (2trlA 1+ r( 1 + E)Ar)A;8u; = 0, 

which results in 

Rri8u; = 0, 

where 
I . I k Rri = rCrlijA Ai - triA A; - t ;ArAk 

+ (r(1 + E)Ar + 2triA I)A;. 

( 4.16) 

(4.17) 

(4.18) 

If we work in the principal shock waves, taking into 
account the expression for Crlij , which is given by Eq. (4.2), 
we obtain 

(4.19) 

which are the components of a spatial and symmetric tensor 
field. So, the system defined by Eq. (4.17) is equivalent to 

RJ.ri8u~ =0, (4.20) 

R II 8u II = 0, (4.21) 

where 

RJ.ri = - rj.lSsrSi;rS} 

and 

RII = r(1 + E) - r(A + 2j.l). 

(4.22) 

(4.23) 

For the longitUdinal shock waves (8ulI :;60, 8uJ. = 0), 
we obtain 
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RII =0, 

i.e., 

r(1 + E) = r(A. + 2jL), 

that leads us, having in mind Eq. (4.7), to 

UL = 1. 

(4.24) 

(4.25) 

(4.26) 

By working in transverse shock waves, we have 8uII = 0, 
8u1 #0, ifthey exist. From Eqs. (4.20) and (4.22), we de­
duce 

r jLss,Sj;Ysj8 ui = 0 

or, equivalently, 

(4.27) 

r jLss,Ysj8 u{ = 0, (4.28) 

by virtue of the spatial character of 8u l' From the fact that 
SS,YSj = Srj' we get 

r jLSrj8 u{ = 0, 

thus, 

rjL8u1, = O. 

(4.29) 

(4.30) 

Equation (4.8) allows us to state that the speeds of the 
principal transverse shock waves UTa (a: 2,3) vanish 
when the Lame coefficient jL = 0, while, according to Eq. 
(4.30), such shock waves do not exist ifjL#O. This result 
leads us, in every case, to the stated compatibility. Positive 
results would be also obtained by using hypoelastic tensors 
of the Carter and Quintana type. 

To close this section, let us consider the hypotheses of 
elastic almost-thermodynamic material scheme given by Eq. 
(2.15) : 

Futij + tijd c
c = Jijkl dkl 

and the rigidity conditions 

Vur= VuE = Fut = O. 

(4.31) 

(4.32) 

The use of Eq. (4.32) allows us to write Eq. (4.31) as 

(4.33 ) 

i.e., 

(4.34) 

which gives, using the spatial character of d and the vanish­
ing ofthe expansion velocity scalar,S 

(4.35 ) 

From it, the vanishing of jL allows us to obtain null 
speeds for the transverse principal shock waves as in the 
Synge, Maugin, and Carter and Quintana cases. Neverthe­
less, if we assume jL to be positive defined, our elastic 
schemes lead far away; thus, we state the following proposi­
tion. 

Proposition 4.3: Under the hypothesis jL > 0, every elas­
tic almost-thermodynamic material scheme given by Eq. 
(2.15) defined by means of a zero-order hypoelastic-Maugin 
tensor, weakly rigid, is Born rigid and, consequently, does 
not present shock waves due to the infinitesimal discontinui­
ties of its four-velocity u. 

Proof: The result follows from Eq. (4.35) and Theorem 
4.1 or Ref. 10. 
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v. DISCUSSION 

By using the Fermi-Walker transport, we have pro­
posed in this paper the definition of an elastic almost-ther­
modynamic material scheme according to the observational 
requirements in general relativity. 

The general relation (given by Lemma 2.1) between the 
convected and the Fermi derivatives facilitated us in the 
comparison of our Hooke's law with the ones defined by 
Carter and Quintana4 and Maugin.5 

With the purpose of contrasting the weak rigidity con­
cept given in Ref. 8 in the relativistic elasticity, we worked in 
Sec. III in the elastic schemes of the Synge, Carter and Quin­
tana, and Maugin types. The results obtained with respect to 
the behavior ofthe principal shock waves are undetermined 
for the longitudinal shock waves if the Lame coefficient jL 
vanishes. 

Concerning the elastic schemes here defined (Sec. IV), 
we obtained in Proposition 4.1 the speeds of the principal 
longitudinal and transverse shock waves and Proposition 4.2 
proved the compatibility of such a scheme with the Ferrando 
and Olivert incompressibility condition. The behavior of 
these schemes under weak rigidity hypotheses seems better 
than the one of the elastic schemes above studied: if the Lame 
coefficient jL does not vanish, we obtain Born rigidity and, 
consequently, absence of shock waves of any type. So, in this 
case, we do not take into account the restriction that sup­
poses the study of principal shock waves. 

The latter fact seems to us logical since the elastic 
schemes defined here are free of rotations and in a former 
papers we obtained the same conclusion under some addi­
tional conditions (irrotationality) on the congruence of the 
scheme streamlines. 

Since the Lame coefficient jL is positive defined in the 
classical elasticity theory under thermodynamical equilibri­
um conditions,18 taking into account the results obtained in 
this work, it would be desirable to study in a more detailed 
manner its character from the relativistic point of view. 
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A Kerr object embedded in a gravitational fielda) 
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The exact expression for the Ernst potential for a Kerr object embedded in a gravitational field is 
derived using a formalism developed by Kramer and Neugebauer. 

I. INTRODUCTION 

Kerns and Wild I recently constructed an exact solution 
of the vacuum Einstein field equations for a Schwarzschild 
black hole embedded in an external gravitational field using 
a formalism developed by Ernst.2 (The same solution may, 
however, be directly derived from the Ernst equation. 3 ) But, 
as pointed out by Kerns and Wild in their paper (and also by 
the latter in a private communication), "it would be very 
interesting to develop a technique to imbed the Kerr metric 
in an external vacuum field as this may have application to 
black holes that exist under very unusual physical environ­
ments." Having addressed ourselves to the search for such a 
technique we have achieved a certain measure of success. 
Using a formalism developed by Kramer and Neugebauer4,5 
and Kramer,6 we derive in this paper the Ernst potential for 
a Kerr object embedded in a gravitational field for a2>mz. 
The problem, however, remains open for aZ < mZ, which is 
now under our consideration. 

II. KRAMER-NEUGEBAUER FORMALISM 

The Einstein-Maxwell equations for a stationary axi­
symmetric field7 in terms of the Ernst potential1&' and elec­
tromagnetic potential <P are given by 

f!l.1&' = (V1&' + 2<1>V<P)V1&', 

f!l.<P = (V1&' + 2<1>V<P)V<P, (1) 

f = Re 1&' + <I><P, 

where a bar denotes complex congugation. 
These nonlinear equations for 1&' and <P represent the 

integrability condition of the following linear eigenvalue 
equations: 

n,~[( ~. 0 
E. ) 

AI ~(AIO+BI) -FI 0 

+AG· 
BI -g.)]n, 0 

-FI 
(2) 

n, ~ [( ~' 
0 

E, ) 
A z 

!(Az

O

+ Bz) -Fz 0 

+~~, 
Bz -g,)]n, 0 

A 0 -F2 

oj This work is humbly dedicated in honor of Professor P. C. Vaidya who 
derived the "Vaidya metric." 

where the 3 X 3 pseudopotential matrix O(A) = O(A, z, z) 
is normalized according to 

( 

$5 + 2<P<I> 

0(1, z, z) = 1&' 

- 2i<l> fl/z 

at A = 1. Here A is given by 

-1 

o 

A = (K - iZ)1/2(K + iZ)-I/Z, 

K being the spectral parameter. Further, 

AI = !f- 1(1&',z + 2<1><P,z)' 

Bl = V- I ($5,z + 2<P<I>.z), 

EI = if- 1/2<p,z, 

F - 'f-I/Z~ 
1 - I '¥,z' 

f = Re 1&' + <I><P, 

(3) 

(4) 

and A z ... Fz are the corresponding expressions for z in place of 
z. For a given solution ( 1&' 0' <Po) there is an associated matrix 
0 0 that satisfies the conditions (2) and (3). By means of the 
ansatz 

0= T(A)Oo, 

T(A) = T(A ,z, z), 
T( - A) = €T(A)€, 

€: = diag(1, - 1,1), (5) 

n 

T(A) = a(K)(K + iz)n12 L XsA s, n = 2N, 
s=o 

n 

T(1) = L Xs , 
s=O 

with A-independent 3 X 3 matrices Xs and a suitably chosen 
constant a (K), we can build from 0 0 a new matrix 0 obey­
ing (2) and (3). 

The 3 X 3 A-independent matrices Xs can be determined 
completely from the equations 

n 

L XsA ~OO(AK )CK = 0, 
s=O 

T II (1) - T\2(1) = 1, 

T l3 (1) + T23 (1) = 0, 

T 2Z (1) - T 21 (1) = 1, 

T31 (1) - T32 ( 1) = 0, 

T 33 (1) = T 33 ( 1) = (1 + T I2 (1) + T21 (1» 1/2. 

(6) 

For a suitably chosen constant a (K) using (6) in (5) one 

1056 J. Math. Phys. 27 (4), April 1986 0022-2488/86/041056-03$02.50 @ 1986 American Institute of Physics 1056 



                                                                                                                                    

can obtain the new matrix 0 that also satisfies (2) and (8). 
The zeros A K of the det T and the constant vector C K 

satisfy the conditions 

A3m =A3m - 2 , A3m - 1 = lIA3m , m = 1, ... ,N; (7) 

C 3;;'-IQC3m = 0 = C 3;;'-1 l7C3m - 2 , 

(

0 1 

Q:= ~ ~ ~ ). 
-1 

(8) 

Thus for a given 0 0 and the values of A K and C K determined 
from (7) and (8) one can obtain the transformation matrix 
T from (6) and consequently the pseudopotential matrix O. 
From 0 one obtains 

(9) 

III. ERNST POTENTIAL FOR A KERR OBJECT IN THE 
BACKGROUND OF A GRAVITATIONAL FIELD 

As the background we choose the gravitational field as 
derived by Ernse 

~ 0 = eU = /0' <l> = O. (10) 

For any u there is a function V(A) = V(A ,z, z) defined by 

V:z =AU,z' V.z = (lIA)U.z )· (11) 

The constant of integration in the case of ( 11) is chosen to 
satisfy 

V(1) = U (12) 

The definition (11) implies the properties 

V( -A) = - V(A), V*(A) = V(1IA) = V(A). 
(13) 

The pseudopotential matrix 0 0 for the solution (10) is 

(

e(u+ v)1l 

no(A) = e(U~ V)/2 

e(U- v)/2 

_ e(U- V)12 

o 
o ) o . 

jieUI2 
(14) 

For the derivation of the Kerr (N = I) solution (a2 ;;;.m2
) 

from flat space time (U = V = 0), theAKs and CKs are giv­
en by (7) and (8). 

The spectral parameters Ks are taken as 
Kl = K3 = - K2 = ix, x being real and 

AI =A3 = [(x -z)/(x +z)] 112, 
(15) 

A2 = A 1- I = [(x + z)/(x - z)] 1/2. 

The componentsPK' qK' and rK of the vectors 0o(AK )CK, 

(~:) ~ 1l,(A, )C,. K ~ 1 •...• 3. (16) 

are given by 

UI2[PCJc + qCJc VKI2 + pCJc - ~ - VKIl] PK =e e e, 
2 2 

(17) 

r K = lieu12
, 

where VK = V(AK , Z, z), and the superscript 0 refers to the 
case U= V= O. 

The quantitiesPK' qK' rK are restricted by 

PzP3 - 'ii2q3 - r2r3 = 0 = PzPl - 'ii2ql - r2r), (18) 

if the corresponding relations held for pCJc, qCJc, and Ii. The 
ratios 

a~ = p~/qL aK = PKlqK' 

{3 ~ = lilq~, 13K = rKlqK' 
(19) 

will occur in the potential functions of the new solutions. 
The a~'s and {3 ~ 's are prescribed according to 

a? = a~ = i(a - x)lm, 

a~ = (ii~) -I = i(a + x)lm, 

{3? = {3~ = 0, {3~ = I, x2 = a2 - m2;;;.0, 

a and m being the real Kerr parameters. 
For a K and 13K one gets the expressions 

a? + tanh ( V/2) 
a l = =a3, 

a? tanh ( V/2) + 1 

a~ + tanh ( V2/2) 
a 2 = , 

a~ tanh ( V2/2) + I 
{31 = 0 ={32 

2 
{33=------~~-------------

(a~ + 1 )eV,/2 - (a~ - l)e - V,/2 

(20) 

(21) 

Using (15)-(17), (20),and (21) in (16) the components of 
naP of the new pseudopotential matrix can be determined. 

Equation (9) leads to the Ernst potential ~ in the fol­
lowing form: 

'if! = eU[l _ 2(i(a - x) + m tanh( V)/2) . x cos () + i(r - m) 
l(a - x)tanh( V1/2) + m 2x 

+i(a+x) +mtanh(V2/2) .xcos(J-I(r-m) + I)-I]. 
i(a + x)tanh( V2/2) + m 2x 

(22) 

IV. DISCUSSION 

Equation (22) gives the exact expression for the Ernst 
potential for a Kerr object embedded in a gravitational field 
for a2 ;;;.m2

• For U = V = 0 (absence of the gravitational 
field), (22) reduces to the Kerr solution for a2 ;;;.m2

• On the 
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I 
other hand, for a = m = 0, from (22) we have only the 
background gravitational field. 8 
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An algebraic definition of the helicity operator Jr is proposed for vacuum stationary and 
asymptotically flat wormholes (Le., space-times where the manifold of orbits of the stationary 
Killing field has S 2 X R topology). The definition avoids the use of momentum space or Fourier 
decomposition of the gravitational degrees of freedom into positive and negative frequency parts, 
and is essentially geared to emphasize the role of nontrivial topology. It is obtained via the 
introduction of a total spin vector sa derived from the dual Bondi four-momentum *pa, both 
vectors originating in the presence of nontrivial homotopy groups. (Space-times with nonzero 
dual mass can be characterized by a conformal null boundary fhaving the topology of anS 1 fiber 
bundle over S2 with possible identifications along the fiber-lens space--or equivalently 
vanishing Bondi-News.) It is shown that sa is a constant multiple of pa, the total Bondi four­
momentum, and ifin addition the space-time admits a point at spacelike infinity, there is strong 
support for the past limit of S a to be a null vector. This can be viewed as a generalization of 
Penrose's result on the Pauli-Lubanski vector for classical zero rest-mass particles. The helicity 
operator at null infinity is rooted in the topology and turns out to be essentially the Hodge duality 
operator ( *). The notion of duality appears as a global concept. Under such conditions, self- and 
anti-self-dual modes of the Weyl curvature could be viewed as states originating in the nontrivial 
topology. These results depend crucially on the presence of topological charges; it is tempting to 
speCUlate that such wormholes might be basic building blocks. 

I. INTRODUCTION 

It is often stated that, since tlie strength of the gravita­
tional coupling constant is so weak, the inclusion of gravita­
tional effects in quantum theory would induce corrections 
that would be irrelevent at the laboratory scale. However, 
one must acknowledge the fact that quantum field theory 
finds its success in its ability to describe particles and predict 
effects that are essentially qualitative and independent of the 
strength of the coupling constant: for instance, the predic­
tion that to every particle is associated an antiparticle arises 
in the transition from Newtonian to special relativistic 
framework with the availability of the Poincare group. Con­
sequently it is of interest to search for features that are specif­
ic of general relativity and that could generate new qualita­
tive effects. One such feature is the availability of nontrivial 
topologies. Of course, there is still no observational evidence 
that the space-time topology could be anything other than 
that of R 4. Nevertheless, assuming an absolute topology 
would be as contrary to the spirit of physics as assuming the 
existence of an absolute time and consequently rejecting the 
basic principle of relativity. 

In this paper, we shall focus on a class of vacuum space­
times, usually quoted as "gravitational dyons" and derive 
the notion of right and left helicity (eigen) states of the gravi­
tational degrees of freedom via an algebraic method. Al-

oj Detachee du Ministere des Relations Exterieures, Paris, France. 

though this notion has been extensively studied for massless 
free fields, 1 our investigation is of interest since it aims at 
underlining the role of nontrivial topologies. 

Recall that for classical zero rest-mass particles, with 
four-momentum pa, and angular momentum M py , the spin 
vector sa is defined by sa = E"fJYE.PfJMyE.' where EafJyE. is the 
alternating tensor of Minkowski space-time. Here S a and P a 

have been shown2 to be proportional, the helicity being the 
proportionality coefficient.? between these two null vectors: 
sa =.?pa. 

For a self-gravitating isolated system, the definition of 
total four-momentum and total angular momentum has 
been introduced3 within the framework of general relativity 
using the behavior of the Weyl curvature of the underlying 
space-time at large spacelike separations from sources. The 
construction may be summarized as follows. The notion of 
asymptotic flatness at spatial infinity is introduced via a con­
formal completion in the sense of Ref. 4, which attaches to 
the physical space-time a point analogous to the Minkows­
kian i 0. The resulting conformally rescaled metric is smooth 
in "angular directions" and has finite radial discontinuities 
in its first derivatives, which in fact measure the total energy­
momentum of the space-time. The group of asymptotic sym­
metries is then introduced, and displays most of the features 
of the Bondi-Mezner-Sachs (BMS) group. Next, physical 
fields that incorporate the asymptotic behavior of the gravi­
tational field, are isolated. These are represented by two sec­
ond rank, symmetric, trace-free "electric" and "magnetic" 
tensor fields EafJ and BafJ on the hyperboloid ~ of unit 
spacelike vectors in the tangent space at i"-the point at spa-
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tial infinity. The 1/~ behavior of the physical Weyl curva­
ture is contained in this pair of fields. Finally, using the 
asymptotic symmetries and asymptotic fields, conserved 
quantities can be defined. The four-momentum P a arises as a 
mapping from the preferred four-dimensional normal sub­
group of the asymptotic group (the subgroup of translations 
at spacelike infinity) into the reals, and involves the asymp­
totic field Eap. The corresponding quantity, involving Bap , 
and representing a "magnetic gravitational charge," vanish­
es. The angular momentum emerges from the 1/r4 contribu­
tion to the magnetic part of the Weyl curvature and is ob­
tained after introduction of an additional fall-off condition. 
This condition causes the reduction of the asymptotic sym­
metry group to the Poincare group and angular momentum 
emerges as a skew tensor MaP generat­
ing a linear mapping from the Lorentz Lie albegra into the 
reals. The total spin vector S a can be introduced: 
sa = c"PY/jPpMy/j' where c"Py/j is the alternating tensor of 
the Minkowski space tangent at t. This fixed vector at t 
could be viewed as an element of the Poincare Lie algebra at 
spacelike infinity. If the four-momentum is null-like, sa 
= ,jp a, where,j denotes the total helicity of the space-time. 
This definition of helicity is a natural generalization, in the 
case of the gravitational field, of that introduced for zero 
rest-mass particles. 

Ambiguities5 arising in the definition of angular mo­
mentum at null infinity (presence of local fluxes even if the 
Bondi News function vanishes, presence of various incom­
patible definitions) have prevented the introduction of a to­
tal spin vector for radiative degrees offreedom, which would 
mimic that available at spacelike infinity. As a result the 
notion of helicity has been introduced via different proce­
dures. For instance the scheme provided by the quantum 
description of Maxwell fields in Minkowski space, can be 
summarized as follows. First, "true" degrees of freedom of 
the field (radiative modes) are isolated via a Fourier trans­
form: a solution Fap (x) to the source free field equations can 
be completely characterized by the equivalence class 
{Aa (k)} of vector fields on the light cone in the momentum 
space, where two Aa (k) are equivalent if they differ by a 
multiple of k a. These equivalence classes represent the ra­
diative degrees offreedom. Each {Aa (k)} leads to a creation 
and annihilation operator (a photon state). Each photon 
state can finally be decomposed into right and left helicity 
components, the positive and negative eigenvalues of the du­
alityoperator. The corresponding treatment for gravity can 
then be obtained as follows. 6 The radiative degrees of free­
dom are equivalence classes {D} of connections at null infin­
ity..F. Each class is characterized by two tensor fields on..F: 
NafJ , the News tensor, and *Kap , a symmetric traceless ten­
sor field associated to the pullback of n -1 *CaI'P"nl'n" to..F 
(where n" denotes the null normal to..F). A natural decom­
position into positive and negative frequency parts of the 
field operators N( f) induced by the action of operator val­
ued distributions N afJ (x) on test fields f's is provided by the 
affine parameter u along the integral curves of na. Right­
handed (resp.left-handed) graviton states emerge as eigen­
states with eigenvalue i (resp. - i) of the natural alternating 
tensor available on the space of generators of ..F. 
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In this paper, we shall present a new approach to the 
notion of helicity states of the gravitational degrees of free­
dom, which will not require the introduction of Fourier de­
composition into positive and negative frequency parts, will 
be effective when the News function is zero, and will be based 
on the nonvanishing of a charge, called the "dual mass," 
obtained from *KafJ in vacuum stationary space-times, due 
to the presence of a nontrivial topology: the manifold of or­
bits of the stationary Killing vector field has topology S 2 X R, 
and..F must be an S 1 fiber bundle over S2. The method is 
algebraic and is based on the introduction of a helicity opera­
tor JY derived from a spin vector S a, which incorporates the 
total angular momentum of the space-time and is shown to 
be a multiple of the total Bondi four-momentum P a. Here 
JY is essentially the Hodge duality operator (*). Its eigen­
states will provide the self- and anti-self-dual modes of the 
gravitational degrees of freedom. The presence of these 
modes is essentially rooted in the space-time topology. Such 
features are qualitative and specific of general relativity. We 
would like to consider them as an example of these effects, 
which are expected to playa role in quantum gravity. 

II. PRELIMINARIES 

The class of space-times that is going to be investigated 
is that of vacuum stationary solutions to Einstein's equation 
encompassing most of the features of NUT solutions 7 

(wormholes): the manifold of orbits of the stationary Kill­
ing vector field has topology S 2 X R, and..F is an S 1 bundle 
over S 2. (The structure at spacelike infinity i 0 will not playa 
leading role: it is not expected to be always reasonable for 
such space-times.) Under these conditions the total Bondi 
dual mass (magnetic angular monopole moment) does not 
vanish (reflecting the presence of nontrivial homotopy 
groups) and is generated by the field * KafJ on..F. Since such 
space-times are characterized by N afJ = 0, together with 
their topological structure, we shall briefly outline the tech­
nique for analyzing the asymptotic structure at null infinity. 

Definition: A space-time (M, gaP) will be said to be as­
ymptotically empty and flat at null infinity if th~e exists a 
manifold M with boundary ..F such that M = M u..F, to­
gether with hyperbolic metric gaP and ~ smooth scalar field 
!l on M such that (i) gaP = !l2gap on M, (ii) on..F, !l = 0, 
na = Va!l#O, (iii) there exists a neighborhood Nof..F (in 
the s.l'ace-times under consideration N =,...M) such that in 
N n M, the vacuum Einstein's equations RaP = ° are satis­
fied, and (iv) na = ~f1V p!l is complete and Y, the space of 
its orbits, has the topology of a two-sphere. 

The above conditions imply that the asymptotic struc­
ture resembles sufficiently that of Mink ow ski space to enable 
the introduction of familiar notions such as the radiation 
field, peeling properties, energy momentum four-vectors, 
"balance laws," etc. They also imply that..F is a null three­
surface with na as a normal. The topology of..F will be re­
laxed to that of a principal S 1 fiber bundle over S 2 in order to 
enable the introduction of the conserved quantity known as 
the dual mass: if the topology of..F is S 2 X R and N afJ = 0, 
the dual mass is essentially the integral over Y of a curls 
(1m <')2(7) preventing the existence of a two-sphere cross sec-
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tion on f. The metric gaP induces, via pullback, a degener­
ate metric qafJ' with signature (0, + , + ), such that qafJv P 

= ° iff vP is proportional to na. Using the gauge freedom 
associated with the rescaling ofgafJ (gafJ = oigafJ ), f can be 
assumed to be divergence free (Va V ptVO vanishes on f). 

We are thus left with the gauge freedom allowed by the equa­
tion.!f ntV = 0. Alternating tensors onf, ~y, and EafJy are 
fixed by ~y~pVqaA.qpp = 2nYn v, ~YEafJY = 6. The second­
order structure is coded in the derivative operator D, in­
duced on f by V, the derivative operator on (M, gaP)' This 
D satisfies 

Daqpy = 0, DanP = 0, 

and (1) 

Da Vp = D[a VP] +~.!f vqap, if Vana = 0, 

where va is any vector field on f satisfying vaqafJ = Vp. 

Using the fact that the space of generators of f is diffeomor­
phic to S 2, we can show the existence, on f, of a unique 
symmetric tensor field P afJ satisfying 

PapnP = 0, pafJqa
p = f!lt, D[a pP]y = 0, (2) 

where qafJ is any inverse of qaP and f!lt is the lift to f ofthe 
scalar curvature fi of the metric q afJ induced on the space of 
generators of f by qap' Finally the Riemann tensor RapY{j 

and Ricci tensor RafJ of gaP induce a useful tensor field on f: 

SaP the pullback to f of the combination RaP - f,RgaP, 

which satisfies 

S Pna - unP' S -S yq - S . S qap - f!lt (3) a - , aP= a yp - (aP) , afJ - , 

for some scalar field u on f, while the Weyl tensor induces 
two symmetric fields K afJ and * K afJ via KafJy{j the pullback 
tof ofO- 1CafJY{j: 

KaP = ~pePvrKApV'", *KaP = ~PePvr *KApvr , (4) 

which satisfy 

KaPqap = 0; *KafJqap = 0. (5) 

The useful properties of these fields are listed below: 

Da(sap -S6a
p ) =0, S=SPp; (6a) 

D[aSp]Y = lEafJp *Kpy; (6b) 

Da *KafJ = 0, DaKafJ = 0; (6c) 

qapKi43 = - Eapvnv *KpP, qap *Ki43 = EapvnvKpP. 

(6d) 

Under conformal rescalings gafJ = tV2gap , which leave f di­
vergence-free, we have the following transformations: 

-a -I a - 3 
n = tV n, EafJy = tV EaPy' 

k afJ = tV- 5KaP, *k ap = tV- 5 *KaP, 

S P = tV- 2S P - 2tJJ- 3D ~ a a a 

(7a) 

(7b) 

+ 4tJJ-4~DatV - tV-4~aPifDptV, (7c) 

where tVa is the pullback to f of VatV. 
An important gauge invariant field is the Bondi-News 

function N afJ' the gauge invariant part of Sa P defined by 

N afJ = Sap - PaP' 

and satisfying (8) 
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From its algebraic properties, it can be deduced that NaP has 
only two independent components, which yield, in a Bondi 
'frame, the complex scalar denoted by tby Bondi et al.,9 and 
Sachs,1O denoted by N by Penrose, II and by &0 by Newman 
and UntL I2 If NaP #0, the physical space-time admits gravi­
tational waves. In the Newman-Penrose13 formalism, the 
five independent components of * K afJ correspond to '11~, '11~ , 
1m '11~, while those of K afJ correspond to '11~, '11~ , Re '11~ . It is 
usually stated 14 that * K ap carries only radiative information 
and vanishes in stationary space-times. We shall see that it is 
not so in the stationary solutions under consideration. More 
specifically, we shall see that, while K ap and N afJ carry infor­
mation concerning the energy momentum radiated away to 
infinity, *KaP carries that concerning the space-time angu­
lar momentum. 

Finally let us mention that an asymptotic symmetry 
group is available at f, which admits the BMS group as its 
covering space, since each generator of f has the topology 
of an S I. The supertranslations are of the form t A = anA, 

where a, a scalar function on f, satisfies Lna = 0, and is 
restricted by DAD I'- a + ~ ap AI' = Kq AI' (for some function K 

on f) in the case of an infinitesimal translation. 

III. TOTAL SPIN VECTOR, DUALITY AND HELICITY 
OPERATORS 

In this section we would like to introduce the notion of 
spin operator for zero rest-mass fields, and more specifically 
for gravitational fields. Recall that for a classical zero rest­
mass particle with four-momentum Pp and angular momen­
tum M y{j, the spin vector is defined by 

sa=~py{jp M 
P y{j' (9) 

which can be interpreted as the action of * M a/3 on P /3' Fur­
thermore it has been shown2 that S a = 6P a, the proportion­
ality coefficient 6 being identified with the helicity of the 
particle. 

We shall now consider the four-momentum P a and an­
gular momentum form M y{j as elements of the Poincare Lie 
algebra, and evaluate the corresponding structure constants 
to obtain an expression of the associated spin vector. We 
shall introduce Latin indices for the labeling of components 
in adapted charts, keeping Greek indices as abstract indices4 

for the labeling of (vector) spaces and associated geometri­
cal objects. In an adapted chart, P a can be represented by the 
derivation p~a /axD = ~~a /axD

• It is clear that the corre­
sponding commutators [P a ,P /3 ] vanish. Similarly the deri­
vation generated by the angular momentum two-form, via 
its dual, is represented by 

M (~ c~ d ~ c~ d) a A cd K a y{j = Uy U{j - U{j Uy XC -
d 

= ~y{j"lckX-, 
ax axd 

where nck's denote the components of the Minkowskian 
metric in the adapted chart, and 

a cd _ 6 c~ d ~ c~ d y{j - y {j - {j Uy . 

A straightforward calculation leads to 

[MafJ,My{j] = Ma{j"lpy -Mfj8"lay + Mpy"la{j -May"lfj8. 

( 10) 

[Pa • Mpy] = "lafJPy - "laYP/3' 

where the second Lie bracket gives the action ofthe angular 
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momentum two-form on the four-momentum vector. Fol­
lowing the definition available for particles, it is natural to 
define the action of the spin vector on fields via that of the 
form 

[*MaP,Py ] =!Ea/I'(P,,1]I'Y -PI'1]"y) = EaP"rP". 

We shall now display its action on zero rest-mass fields. For 
a spin-l field F aP' we obtain 

FaPEa/yp" =P" *F"y. (11) 

In an adapted chart, this last expression can be written 
8" aVa *F" Y' or equivalently V" *F" y' In the case ofa spin-2 
field K aP7'K having the symmetries of the Weyl tensor, we 
obtain l5: 

K aP7'KEaP\P" + K7'K aPEaP\P" , (12) 

which, in an adapted chart, can be written 28:i Va * K " y7'K' 

(In the generic case of spin-s fields, the corresponding 
expression will display the spin-s as a coefficient.) Following 
the notation suggested by the expression of the spin vector 
for particles, we shall introduce the helicity operator K de­
fined by 

K=s(*), (13) 

where (*) denotes the Hodge duality operator. The action of 
the spin operator on the field Ka{JM will thus be given by 

sP" *K "r7'K = s(*)P"K "r7'K = KP"K" y7'K' 

In the case of complex fields, P" should be replaced by a 
Hermitian vector, with components i8" a (in an adapted 
chart) the corresponding helicity operator being 

K = is (*). (14) 

Hence the helicity operator appears as a purely algebraic 
operator such that ~ = - ~I, where I denotes the identi­
ty operator. It is clear that K induces a complex structure. 

Definition: We shall call self-dual and anti-self-dual 
states of a zero rest-mass field the eigenvectors of the helicity 
operator with negative and positive eigenvalue, respectively. 

In the forthcoming sections, we shall be concerned with 
the introduction of a helicity operator at null infinity..F, for 
the wormhole solutions that are under investigation. The 
key point will be the in troduction of the Poincare generators 
Pa and M y6 ' The Bondi four-momentum, and dual Bondi 
four-momentum will playa crucial role. Furthermore, as we 
shall see, both of them find their origin in the nontrivial 
topology of the space-time, implying a notion of helicity op­
erator, together with self- and antiself-dual states of the gra­
vitational field, which are rooted in the topology. 

IV. BONDI AND DUAL BONDI FOUR-MOMENTA, SPIN 
VECTOR AT NULL INFINITY 

Using the various results available at null infinity 
(which have been summarized in Sec. II) we shall be con­
cerned here with the introduction of a spin vector at..F. This 
vector is to be viewed as a generalization of the null vector Sa 
= Ea{Jy6PPMy6, which has been investigated by Penrosel.2 

in the case of zero rest-mass particles. For the space-time 
(with wormholes) under investigation, this vector will de­
scribe the total angular momentum of the space-time, and 
will be a constant multiple of the Bondi four-momentum: 
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these two properties suffice to enable us to view it as a gener­
alization of the spin vector (the Pauli-Lubanski vector) for 
a gravitational field. The presence of nontrivial homotopy 
groups related to the bundle structure of ..F (or lens space 
structure if identifications are made along the fibers) and an 
S2XR topology for the manifold of orbits of the stationary 
Killing field, will be crucial. 

Let us first make various remarks concerning the notion 
of dual mass in vacuum stationary solutions with nontrivial 
topology: t a, T, and 1T will denote the stationary Killing vec­
tor field, its manifold of orbits and the projection from it 
into T, respectively. The twist and norm of t a are defined by 
Wa = Capy6tPVYt6, ,1,= - gaptatP. It is straightforward to 
check that the curl-free two-form Fap = V[aA -Itp J 

~yt -3/2capY6t6Wy (with;a =,1, -1/2t a) is the lift to 
M of a curl free two-form on T defined by 
FatJ = - A - 3/2c1' aPWI' , where the alternating tensor is that 
compatible with the induced metric on T, and wa the gradi­
ent of the twist potential W. The quantity 

M* = _1_ ( Fap dS aP (15) 
81T JS2 

is independent of the two-sphere S2 surrounding the point at 
infinity on Tand does not vanish when the second homotopy 
group of Tis nontrivial. This conserved charge is called the 
dual mass of the space-time. For all vacuum, stationary solu­
tions for which T hasS 2XR topology,M*istobecompared 
to the NUT parameter. 7 

If T, the manifold of orbits of t a, is asymptotically 
flat in the sense of Ref. 16, we have available the Hansen 
dipole angular momentum moment Sa' which is defined by 
§.a = ~ lim_A grada (!'i- 1/2,XW) , where n is the conformal 
factor that attaches A, the point at infinity, to the manifold 
T. A simple calculation yields 

where S 2 is the two-sphere of unit directions 1] at A, V 
is an arbitrary fixed vector at A, and ~ the limiting value of 
wan -1/2. On the other hand, if the space-time is asymptoti­
cally flat at spacelike infinity, 3 with total four-momentum 
P a and angular momentum M y6' the spin vector 
S = E pPMy6 satisfies 17 a apy6 

S· V = m 1. ('(ija1]a (V· 1]) dS, 
2Js 

where m is the space-time mass, Vany vector at i 0 (the point 
at spacelike infinity) chosen such that v·p = 0, 
wa = lim n - 1/2 Wa , and S is the two-sphere cross section of 
the hyperboloid of spacelike directions at infinity defined by 
P . 1] = 0. Thus the spin vector at i 0 can be viewed as the 
"pullback" of the Hansen dipole angular momentum mo­
ment. Furthermore, if a rotational Killing vector field R a is 
available on the space-time, it has been shownl7 that 
Sa = jAa' where j denotes the value of the Komar integral 
involving R a, and A a is the axis vector induced at i 0 by R a. 

Theorem: Hansen's dipole angular momentum moment 
and the spin vector at i 0 define the same linear mapping on 
the space of translations at spacelike infinity. 
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Proof: Reca1l18 that translations at spacelike infinity are 
characterized by functions v ('TJ) = V· 'TJ on the hyperboloid 
ofspacelike directions 'TJ at i 0, where Vis a fixed vector at i 0. 

The result follows provided one identifies any cross section 
of the hyperboloid with the "pullback" of the two-sphere of 
directions at A (the point at infinity of the manifold of orbits 
of the stationary Killing field). 

Finally we consider the expression of the dual mass as a 
two-sphere integral on the manifold of orbits T. Using the 
expression of M * as introduced in (15) together with the 
expression of F aP we obtain immediately 

M* = lim (-=l) i A -3/2E'" aPwp dS aP. 
_A 817" Ys2 

Using the fact that n- 1
/
2wa admits a direction dependent 

limit c&la at A, we obtain M * = lim_A !P S2 CIl.p ~ dS. This 
result is to be compared with the expressions of the total spin 
vector at i ° and Hansen's dipole angular momentum. It sug­
gests that the dual mass can describe the angular momentum 
of (vacuum) space-times with nontrivial topologies and 
leads us to the definition ofthe spin vector at null infinity. 

We shall now present this definition. Recall that the 
total Bondi four-momentum pa is already available at f. 
We want to introduce another vector sa, which should be a 
mUltiple of pa, and display the space-time angular momen­
tum information. The "dual Bondi four-momentum," ap­
propriately defined to encompass the dual mass will be cru­
cial. We first prove useful properties at f. 

Lemma 1: If the News tensor NaP vanishes, *KaP 

= I nanP and K aP = gnanP, where I and g are scalar fields 
on the two-sphere of orbits of na. 

Proof: From (6b) and (8) we deduce 

*KaP = - 2E"pvDpSvP = - 2E"p vDp ( gPTpvr), 

since Sap = PaP and NaP = O. Furthermore, Pap nP = 0 and 
DanP = 0 imply that *KaP =lnaVP; next *KaP =lnPna 

follows from the symmetry of * K aP. Finally D a * K ap = 0 
implies immediately that na D a 1= 0; I is a function on the 
manifold of orbits of na. Similarly, using (6d) together with 
*KaP = InanP, we obtain KaP = g nanP, where g is a func­
tion on the manifold of orbits of na. 

Lemma 2: If/ na is the generator of a translation Tl. at 
f, there is a choice of gauge such that I is constant. If I is 
positive, the translation will be called "timelike." 

Proof: We know from [Ref. 14, Eq. (37)] that for an 
infinitesimal translation/ na the equation 

must be satisfied. Using the available gauge freedom at f, 
which rescales /, one can choose / = const, from which it 
follows that 8lt [as introduced in (2)], the Ricci scalar on 
the manifold of orbits of na

, is constant. 
Lemma 3: Let la denote a vector field at oF such that 

I· n = - 1. The vectorAs pa = I K ap/p and *pa = g * K ap
/ p 

are conserved, where I and g, functions on the space of 
generators of f, generate supertranslations Ina and gna. 

Proof: The result follows immediately from Lemma 1 
and formula ( 1). 
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We shall now introduce several definitions. (From now 
onwards,.Y will denote the space of null generators of f.) 

Definition 1: The total Bondi four-momentum ~a is de­
fined as an element of the dual of the vector space of transla­
tions at null infinity 

l!.. TJ = L",pa(/)Eapv dSPV, (17) 

where I is a function on .Y generating the infinitesimal 
translation Ina. 

Definition 2: The total Bondi four-momentum * ~a is 
defined as an element of the dual of the vector space of trans­
lations at null infinity 

*~. T~ = fy *pa( g)Eapv dS Pv, (18) 

where g is a function on .Y generating the infinitesimal 
translation gna

• 

Remarks: (i) If NaP does not vanish, the previous defi­
nitions of pa and *pa have to be modified accordingly. The 
generalizations, possibly not unique, lead to the notion of 
four-momentum associated with a partial cross section off. 

(ii) Although the relation between the action of the dual 
four-momentum on a translation at f and the dual mass as 
defined via formula (15) has not been displayed so far, a 
direct verification could be considered, for instance on the 
NUT solutions, or within the Newman-Penrose formalism 
where M * is given by 

fy 1m rPudS, (19) 

details being available in Ref. (8). However, the following 
argument can be proposed. 

(iii) Recall that the dual mass, expressed as an integral 
over the two-sphere of directions at the point at infinity of 
the manifold of orbits of the stationary Killing vector field is 
given by 

f ~~dS. 
JS2 

(20) 

Recall also that translations are characterized by functions 
of the type V· 'TJ (for a fixed vector at i 0) on the hyperboloid 
of spacelike directions at i 0. Consider a function I on the 
manifold of generators of oF, generating the translation Ina 
at f. The action of the dual Bondi four-momentum *pa on 
this translation is given by 

(21) 

where 1·1 is a function on .Y. Formulas (20) and (21) 
suggest that the dual mass is the "projection" (on the mani­
fold of trajectories of the stationary Killing field) of the ac­
tion of the total dual Bondi four-momentum on a translation 
at f. Following the notations introduced in Sec. II, we can 
display the action of * P a as that of an angular momentum 
two-form M y6 , element of the Poincare Lie algebra at oF 
with the following action: 

M y6 (/) F Y6(/) =My6 (I) E
y6a (TJ)a = fyl./dS, 

and conjecture that the past limit of the dual Bondi four-
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momentum must be the total angular momentum at i 0 if the 
space-time is asymptotically flat at spacelike infinity. 

Since we are concerned with the introduction at null 
infinity of a spin vector that would mimic the total spin vec­
tor at spacelike infinity, we shall now prove the following 
theorem. 

Theorem: If NaP = 0, the total Bondi four-momentum 
~ a and the total dual Bondi four-momentum * P a are pro­
portional. 

Proof: Let us choose four linearly independent transla­
tions T / spanning Athe space of translations at of and gener­
ated by functions I such that Eq. (16) is satisfied. We have 
already mentioned that we can use the available gauge free­
dom to impose ! = const on .Y, the space of orbits of na. 
Using the definition of pa and * pa, as well as the expressions 
derived for ~a and *~a, we obtain immediately 

~. T/=! fygdS, 

*p. Tj=! f IdS. - Jy 

(22) 

(23) 

This implies that for any choice of a translation T /' the 
quotient S-I (~. T / )( * ~. T / ) -I is independent of !, 
implying that the two four-momenta, ~ a and * ~ a are colin­
ear. 

Consequence: since * ~ a carries the angular momentum 
information and is colinear to the four-momentum P a, we 
want to view it as a natural candidate for the spin vector at 
of, the generalization of the Pauli-Lubanski vector. 19 We 
shall set 

(24) 

where J, the (constant) coefficient of proportionality, de­
notes the total helicity of the space-time. 

Definition: The total Bondi dual four-momentum at null 
infinity is identified with the total spin vector of the worm­
hole. 

Remarks: (i) The results displayed in this section enable 
us to give further support to this definition. If the space-time 
is asymptotically flat at spacelike infinity and NaP = 0, we 
know, from Ref. 20 that the past limit of P a' the total Bondi 
four-momentum is the Arnowitt-Deser-=-Misner four-mo­
mentum P~DM. Furthermore, if a rotational Killing vector 
field is p~sent, and if ~~DM is a null vector, the total spin 
vector 

sa = E"PY8~tDMAf~fM = JA a, (25) 

where J is the total helicity of the space-time and A a the axis 
of rotation induced at i· by the rotational Killing field. 

(ii) The spin vector at null infinity could be introduced 
using the colinearity of the Bondi and dual Bondi four-mo­
menta when NaP = 0, i.e., when the asymptotic degrees of 
freedom of the gravitational field are characterized by *Kap · 

One could conjecture that the onset of radiative modes de­
scribed by N a{:J would destroy the colinearity of ~ a and * ~ a 

these vectors being evaluated on a local (cross) section of of. 
[Recall that the dual mass, as expressed by formula (19) 
where if is essentially a curl, prevents that of could admit a 
global cross section when M * =1= 0. In fact, the number of 
twists in the S 1 fiber bundle over .Y could be viewed as a 
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measure of M*, which vanishes when of has topology 
S2 X R.] 

(iii) The spin vector at of is also essentially rooted in the 
presence of nontrivial homotopy groups. It is tempting to 
identify vacuum stationary wormholes with gravitational 
dyons for which the spin vector would playa role analogous 
to that investigated by Penrose in the case of massless 
fields. 21 

V. HELICITY OPERATOR AT NULL INFINITY 

Recall that the helicity operator Khas been introduced 
in Sec. III via a purely algebraic method essentially based on 
the existence of the spin vector sa. From this vector a spin 
operator was derived, which could be formally written 

sa = E"Pr8p M , _ _P _y8 

where P and M were considered as elements of a Poincare 
Lie algebra. As a result, ~ was shown to be a multiple of the 
Hodge duality operator (*) the coefficient of proportional­
ity being the spin s of the field under consideration, implying 
the following expression for the helicity operator: 

K = is(*). (26) 
For the vacuum stationary wormhole solutions under 

consideration, we have proved that the presence of a topo­
logical charge, the dual mass of the space-time, enabled the 
introduction at null infinity of a vector S a, which could be 
considered as the "pullback" of Hansen's dipole angular mo­
mentum vector defined at the point at infinity of the mani­
fold of orbits of the stationary Killing vector field. It was 
shown that S a is a constant multiple of the total Bondi four­
momentum. Furthermore we know that when the News 
function vanishes, the past limit of the Bondi four-momen­
tum is the ADM four-momentum if the space-time is asymp­
totically flat at spacelike infinity. Finally we recalled the fact 
that, in presence of a rotational Killing vector field, ADM 
four-momentum and total spin vector at i 0 are proportional 
if they are null, the coefficient of proportionality being the 
space-time helicity. This line of argument supported the 
identification of S a with the total spin vector of the (worm­
hole) space-time. The introduction of the helicity operator 
at of follows. 

Since there is strong support to consider sa as the ca­
nonical generalization of the Pauli-Lubanski vector avail­
able for zero rest-mass particles, the notion of helicity in­
duced by K on the gravitational degrees of freedom is a 
generalization of the usual one available (i.e.) for Maxwell 
fields. We must underline that the gravitational degrees of 
freedom that are relevant here, and that induce all the topo­
logical charges from which the definition of K is obtained, 
are those attached to the field * K a{:J' since the News function 
NaP vanishes (a crucial point in our derivation of the propor­
tionality of the Bondi, and dual Bondi four-momenta). 

In the case of classical zero rest-mass particles, the pro­
portionality of the four-momentum P a and the spin vector 
sa = E"Pr8 PpM y8 has been obtained in Ref. (2). It seems 
natural to consider the proportionality of the Bondi and dual 
Bondi four-momenta as a generalization ofthis result for the 
class of topologically nontrivial space-times investigated 
here. 
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Definition: We shall call self-dual and anti-self-dual 
modes of (the degrees of freedom of a) complex zero rest­
mass field at f the eigenstates of the helicity operator 71'. 

Consequence: For the class of vacuum, stationary, topo­
logically nontrivial space-times considered here (worm­
holes), the existence of the helicity operator at f is to be 
traced back to the presence of nontrivial homotopy groups. 
The notion of self- (resp. anti-self-) duality has thus been 
shown to be rooted in the topology. 

VI. DISCUSSION 

We already know22
•23 that for vacuum stationary worm­

holes (asymptotically flat at spacelike infinity), the presence 
of a topological charge, the total mass of the space-time giv­
en by the Komar integral 

(27) 

over a two-sphere at infinity (or equivalently by an integral 
over S 2 of an appropriately rescaled component of the Weyl 
tensor) can be used to define superselection rules for the 
quantized source-free Maxwell field. The idea is to introduce 
automorphisms of the *-algebra offield operators .f(t): 

Tm,s.f(t) 

= .f(t) + { fM (skap (x) + m *kap (x») taP dV} I, 

(28) 

which fail to be unitarily implemented on the usual Fock 
sector if the charge does not vanish (The nonvanishing of 
this quantity is essentially related to the existence of a nontri­
vial Poincare homotopy group on the manifold of orbits of 
the Killing vector field.) Thus the charges that are superse­
lected on new "photonic sectors" labeled by mass and spin, 
are the electric and magnetic charge of the Maxwell field. 

On another hand, if a rotational Killing vector field R a 

is present, there is also available another topological charge, 
the Komar integral 

r (V aRp)~PY6dSy6 (29) 
)S2 

(or equivalently a two-sphere integral over an appropriately 
rescaled component of the Weyl tensor), the total angular 
momentum of the space-time. This charge could also be used 
to induce new "photonic" sectors. 

In absence of a rotational Killing field, one might be 
interested to follow other tracks for the superselection of 
spin. An interesting quantity is the charge called the dual 
mass, which originates in the nontrivial topology of the 
manifold or orbits of the stationary Killing field 

M * -l V A -It dS ap - la Pl . 
S2 

(30) 

We have related the dual mass to the angular momentum 
and we have been concerned by qualitative effects that could 
be induced by the presence of this topological charge. We 
have been working in the asymptotically null regime, since it 
is expected that a reasonable structure at spacelike infinity 
might not be available in the generic case. We have proved 
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that the existence of the dual mass enables the introduction 
at null infinity of a total spin vector of the space-time, de­
rived from the dual Bondi four-momentum, which can be 
viewed as a natural generalization of the Pauli-Lubanski 
vector investigated by Penrose for zero rest-mass particles. 
This spin vector has been rooted in the nontrivial topology of 
the wormhole. Next, a helicity operator has been introduced 
at f (using this spin vector), which turns out to be essen­
tially the Hodge duality operator. The concept of duality 
turns out to be global. The eigenstates of the helicity opera­
tor, the self- and anti-self-dual modes have "knowledge" of 
the global structure of the wormhole. 

The notation of dual mass has been a key point in our 
investigation. Since this new topological charge emerges 
when the conformal null boundary of a wormhole is exhibit­
ing a nonstandard topology, and if we take into account its 
implications concerning the global aspects of the notion of 
self- (anti-self-) duality, we are tempted to speculate that 
such wormholes might be basic building blocks. 
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A mathematical framework is presented for the description of (magnetic) monopoles or their 
gravitational analogs. Using Penrose's global techniques, a proof of a theorem to the effect that, 
for vacuum space-times with wormhole and an everywhere timelike and complete Killing vector 
field, the topology must be that of a principal S! fiber bundle over S 2 X R (topology of the 
manifold of orbits of the stationary Killing vector field) if the dual mass (the gravitational analog 
of the magnetic monopole) does not vanish, is presented. Hence the presence of this magnetic 
charge induces a causality violation: it is shown that it measures the number of windings of the 
space-time bundle around its fiber, or the periodicity of the timelike closed loops. If, in addition, 
the manifold of orbits of the stationary Killing field is asymptotically flat, or if a rotational Killing 
field is present, the resulting expressions of the dual mass reinsure the fact that it should be viewed 
as a monopole source of angular momentum. The NUT solution is presented as an example of 
space-time exhibiting the above features. The role of dual mass solutions in quantum gravity is 
considered. 

I. INTRODUCTION 

Ever since Dirac advocated their possible existence on 
account of the observed quantized electric charge, magnetic 
monopoles have raised increasing interest in spite of the fact 
that they have not been detected in the laboratory. On one 
hand it has been speculated that they might have played an 
important role in the early stages of the evolution of the 
Universe. On another hand, various (semiclassical) analy­
ses indicate that monopole configurations may play an im­
portant role in quantum theories. Finally the role of mono­
poles has been ever increasing in the context of non-Abelian 
gauge theories. 

Since these various questions are of relevence in the con­
text of general relativity, which also shares many similarities 
with gauge theories, one might be interested to see whether 
Einstein's equations allow configurations (solutions) that 
would be gravitational analogs of the magnetic monopoles. 
Along these lines it has been suggested that the NUT! solu­
tion to Einstein's vacuum equation might be an example of a 
gravitational configuration with a monopole source of mass 
(or electric charge) and a monopole source of magnetic 
mass (the NUT parameter). 

In analogy with Maxwell theory, it is expected that gra­
vitational fields with nonvanishing magnetic mass will ex­
hibit wire singularities. These singularities could be ab­
sorbed in topology changes. As a result causality violations 
might occur2 (the NUT solution exhibits closed timelike 
curves). Consequently, such space-times are not likely to be 
of interest as models for macroscopic objects. Their interest 
lies rather within the context of quantum gravity. For in­
stance, if one adopts the Euclidean path integral approach to 
quantization, one is led to allow four-geometries that might 
be singular, or even complex, the only requirement being 
that these paths have finite action.3 Hence there is a priori no 
reason to rule out magnetic mass configurations. Not only 
should they be considered as admissible paths, but their role 

.) Detachee du Ministere des Alfaires exterieures, Paris, France. 

should be crucial since such vacuum solutions extremize the 
gravitational action functional. 

Recently various attempts have been made to present 
suitable definitions of the notion of magnetic mass.4,5 Recall 
that, in the case of a vacuum, stationary and topologically 
nontrivial space-time, such a definition has already been pro­
posed. On the manifold of orbits of the stationary Killing 
vector field, one has available the Hansen potentials,4 

cI>M = (114..1) (A 2 + w2 
- 1) and cI>J = wlU, (1) 

where A and ware, respectively, the norm and the twist po­
tential of the Killing vector field. If the manifold of orbits is 
asymptotically flat in the sense of Ref. 4, the monopole mo­
ments at infinity (corresponding to these potentials) are, 
respectively, the mass and the angular momentum mono­
pole moment or dual mass. In the case of the Schwarzschild 
space-time, cI> M = (11 4..1)(..1 2 - 1), and cI> J = O. Hence the 
mass monopole (in cI> M ) is nonzero (since A = - 1 + 2M I 
r), while the dual mass cI>J vanishes. 

A rotation in the (cI> M' cI> J) plane leads to 

cI>~ = cI>M cos 2(} + cI>J sin 2(}, 

cI>; = - cI>M sin 2(} + cI>J cos 2(}. (2) 

For () = 17/4, one obtains a new solution with potentials 
cI>~ = 0 and cI>; = - cI>M' This solution is asymptotically 
flat in the sense of Hansen, and is precisely the NUT metric 
with NUT parameter I = - M; this parameter appears 
clearly as dual to the mass. 

The two forthcoming sections will lead us to a definition 
that uses crucially the presence of an everywhere timelike 
Killing vector field but does not require asymptotic flatness 
of its manifold of orbits. The definition involves the flux of 
the torsion field-a curvature two-form on the space-time 
bundle-induced by the twist (covector) of the stationary 
Killing field. A relation between the two definitions will be 
proposed in Sec. V, when the manifold of orbits is asymptoti­
cally flat in the sense of Hansen. 

In absence of stationarity, various strategies can be pro­
posed to introduce a notion that could be viewed as canoni-

1066 J. Math. Phys. 27 (4), April 1986 0022-2488/66/041066-08$02.50 @ 1986 American Institute of Physics 1066 



                                                                                                                                    

cally dual to the mass. A natural approach consists in focus­
ing on the asymptotic degrees of freedom of the gravitational 
field, and to mimicking the introduction of the magnetic 
charge in Maxwell's theory. One can summarize the situa­
tion as follows. The asymptotic regime at large null separa­
tion from the sources is described via the introduction of a 
three-dimensional null manifold,s J, with a degenerate 
metric, the standard topology being S 2 X R, topology of the 
null cone at infinity. There exists on J an asymptotic sym­
metry group, the BMS group, and physical fields exhibiting 
the appropriate asymptotic behavior are registered as tensor 
fields on J. These tensor fields, together with the asympto­
tic symmetries, give rise to integrals similar to the conserved 
integrals that arise from symmetries on flat space-time. For 
instance, the Bondi-Sachs momentum, a real-valued linear 
function on the asymptotic translations, is expressed as an 
integral over a cross section of J (representing an instant of 
time), the integrand being an appropriate component of the 
rescaled Weyl tensor. A definition of the dual Bondi momen­
tum has already been proposed. The radiative modes of the 
gravitational field can be represented6 by certain equivalence 
classes {D} of derivative operators on J+ (or J-, 
J+ U J- playing the role of the abstract null cone at infin­
ity). The physical observables, the Bondi-News Nab' and the 
radiative part of the dual Weyl tensor * Kab can be construct­
ed from the curvature of {D}. The idea, then, is to allow the 
connection {D} to develop "wire singularities" in such a way 
that the fields Nab and * Kab remain smooth. Then, the mag­
netic analog of the Bondi-Sachs energy momentum, the dual 
four-momentum, can be introduced, which vanishes if {D} 
is smooth. This situation is to be compared with that of the 
magnetic charge in Maxwell's theory. It has been proved6 

that, unlike the Bondi-Sachs four-momentum, which satis­
fies balance equations, the dual energy momentum cannot be 
radiated away, even if gravitational waves carry away energy 
momentum across J+. Hence the gravitational field pre­
sents itself as analogous to non-Abelian Yang-Mills fields in 
its electric aspects, while its magnetic aspects mimic the 
Abelian Maxwell field, reflecting the dual role of the gravita­
tional field in the description of the space-time geometry and 
the gravitational interaction as well. 

If one wants to restrict oneself to C 00 space-times with 
Coo conformal boundary, it is to be expected that wire singu­
larities could be absorbed in topology changes. In absence of 
radiation, such a framework has been proposed.7 A four­
momentum involving the asymptotic dual Weyl tensor is 
introduced atJ. This dual four-momentum vanishes identi­
cally if J has the usual S 2 X R Minkowskian topology. The 
resulting dual mass, which appears as a generalization of the 
NUT parameter, does not vanish provided J is an S 3. A 
simple consequence of the existence of this dual mass is that 
the space-time is not stably causal (for a definition of stable 
causality, see, e.g., Ref. 2). Although no theorem has been 
proved so far, to this effect, one thus expects that these space­
times will exhibit causality violations. 

In presence of stationarity, it is also an open question 
whether the definition involving the asymptotic dual Weyl 
tensor reduces to that which will be used (and presented in 
Sec. III) here. This will be studied in a forthcoming paper. 
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We shall rather focus here on the causal structure, and 
show that the non vanishing of the dual mass implies that the 
orbits of the stationary Killing field must be closed loops, 
thus violating causality. 

Section II will be devoted to mathematical preliminaries 
suitable for the definition of (magnetic-gravitational) mon­
opoles. Although various frameworks have already been 
proposed for the description of such monopoles (most of 
them trying to explain their nonexistence, see, e.g., Ref. 8, 
and references therein) our definition will be geared to han­
dle nontrivial topologies and extract the geometrical fea­
tures that are suitable for the proof of the existence of causal­
ity violations. 

This will be performed in Sec. III. We shall focus on 
stationary space-times, and the derivation will not require 
any knowledge of the asymptotic structure of the space-time. 
We shall make crucial use of the presence of an everywhere 
timelike and complete Killing vector field, and of an S 2 X R 
topology on its manifold of orbits. The result will be that 
these orbits are closed loops if and only if the dual mass does 
not vanish. Hence the space-time appears as an S 1 fiber bun­
dle over S 2 X R. Furthermore, the dual mass is proportional 
to the number of times the bundle winds around its fiber, 
being essentially the flux of the twist of the stationary Killing 
field through a two-sphere surrounding the nontrivial topo­
logical features. 

In Sec. IV, the NUT space-time will be presented as an 
example of vacuum stationary solution exhibiting these fea­
tures, the dual mass being the NUT parameter. Closed orbits 
of the stationary Killing field are obvious in an appropriate 
chart. In addition, an asymptotic structure is available at 
null infinity, which confirms (the conformal null boundary 
being an S 3) the presence of causal "pathologies." 

In Sec. V we shall deal with situations suggesting that 
the dual mass should be viewed as a monopole source of 
angular momentum, and will consider the relation with the 
Hansen magnetic mass monopole. 

Remarks concerning the role which dual-mass solutions 
to Einstein's equation might be led to play (e.g., in quantum 
gravity), in spite of pathologies that seem to make them in­
appropriate for the description of macroscopic systems, will 
be presented in the Conclusion. 

II. PRELIMINARIES: G-FIELDS, TRANSITION 
MAPPINGS, MONOPOLES 

In this section, we want to display a mathematical 
framework suitable for the description of (magnetic) mono­
poles. 

A. G-fields, the algebraic structure 

The basic elements of our construction will be (a) a 
finite-dimensional smooth manifold M, and (b) an Abelian 
group G (displaying the features of the cyclic group) with 
additive law denoted +, and zero element denoted e. Here 
L will denote the Latin alphabet and N the set of integers. 
Any element (i,p)eL XN will be called an index letter, for 
which the symbol ip will be used, as a subscript or super­
script, and / is the collection of all arrangements t of sub­
scripts or superscripts, where no index letter appears more 
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than once. Such an arrangement is an index structure. De­
note by V the vector space of smooth scalar fields on M, and 
by V'the (infinite-dimensional) real vector space of smooth 
fields on M with a given index structure lE/. Assume that, 
for any element gEG, there exists a copy V~ of V': V~ 

= \}I~ V', where the isomorphism \}I~ is not necessarily 
unique, with the exception of\}l~ (V~ is a natural copy of V' 
and is to be identified with it). 

Let Yg = U'E/" V~ and Y = ugEGYg' Any element 
T ~ E V ~ is called a G-field with weight g and index structure 
l. The collection Yg of G-fields with the same weight g is 
called the g-fiber. The collection Y of G-fields with arbitrary 
weight and arbitrary index structure is the set of G-fields. 

The tensor algebra structure on Y consists off our laws. 
(a) There is an additive law that associates, to any T~ 

and T;' in V~, a third element T~ + T;'. This law is that of 
an Abelian group. 

(b) There is an outer product that associates, to any T~ 

in V~ and any T/ in V~" a third element T~'+8' in V~'+8" 
where land l' do not have any index letter in common, and 
l" = l l' is obtained by attaching the index structure l' to the 
index structure l. This outer product will be written 

T' . T '!' = T'" ,; it is associative and distributive with re-g g g+g 
spect to the addition. 

(c) There is a contraction law that consists of suppress­
ing a superscript and a subscript when they are identical. 

(d) There is an index substitution that consists of re­
placing, in the index structure of a G-field, a chosen index 
letter by another one. Contraction and index substitution 
commute with the other laws. 

Remark: Note that any ~ g in Vg indu.,Ses. via outer pro­
duct, a family of mappings, ~ g: V~ - V~ + g 
('tIKEG, 'tIlE/) such that 

'tI T~EV~, <Pg T~ = ~g • T~ . 
Conversely, if~ _g . ~g does not vanish onM, 4>g [<Pg T~] 
=~ _ g . ~ g T ~ = T ~. Mappings ~ g will be called charging 
mappings for reasons that will become clear. We shall see 
that for physical reasons, such mappings might not be al­
ways regular. It is to be noticed that products 
~;+g' . ~ _ (8+g') give rise to functions K (g + g') 

= (~' .~) (g+g') - (g+g')' 

B. Derivative operators 

The next structure to be introduced on Y is a collection 
of derivative operators together with their curvature and tor­
sion. Their definition will be axiomatic and will suggest a 
classification of G-fields. 

1. Definition 

Let l(q, 12) be, in /' the index structure obtained by 
attaching the two subscripts a and b. We require that, for any 
a and bEL X N there exists an element of V~(q·lJ) denoted by 
Fab , such that 'tIg, g\. g2EG, 
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(i) Fab (g) = - Fha (g) • 

(ii) Fab (e) = O. 
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(3a) 

(3b) 

(iii) Fab(g\ +g2) =Fab(g\) + Fab(g2) . (3c) 

A derivative operator Va on Y is a mapping from V~ to V~, 
l' being obtained by attaching the subscript a to the index 
structure l, with the following properties: 

(i) 'tI T~ and T;'EV~, 

Va(T~ + T;') =VaT~ +VaT;', 

(ii) 'tI T~E V~ and S~,EV~, , 

(4) 

Va(T~ .S~,) = T~ Va S~, + (Va T~)S~" (5) 

(iii) 'tI ~gEVg, V[a Vb J ~g =Fab(g)~g. (6) 

Here Fab (g) will be called the torsion field of V a' All Va's are 
assumed to coincide on Ve , where they will be denoted by 
D a' The existence of derivative operators on Y will be as­
sumed. 

2. Uniqueness 

Let Va and V~ be two derivative operators on Y. Sup­
pose ~g . ~ _g does not vanish on M. Then (V~ - Va )~g 
can also be written ~ _g [(V~ - Va )~g ]~g. Furthermore 
the expression ~ _ g (V ~ - Va ) ~ g does not depend on the 
choice of the weighted scalar field ~g' i.e., 

'tI ~g, Ci>gEVg• 
A A 

~_g[(V~ -Va)~g] =~_g(V~ -Va)~g. (7) 

The proof is the following: since V~ and Va coincide on Ve , 

we have 

i.e., 
A A 

~_g(V~ -Va)~g = -~g(V~ -Va)~_g, 

hence the result after left mUltiplication of both members by 

~ _ g Ci> g' This implies the existence of /La (g) EY; such that 
e 

(V~ - Va )~g = /La (g)~g. 
e 

[Notice that ':a (e) = 0.] (8) 

Next, consider (V ~ - Va) K b' Since V ~ and Va coincide 
g 

on Ve, we have for any J.EVe: 

[V~ - Va] (f.~ b) =1. [(V~ - Va)~ b ]. Hence V~ - Va is 

a linear functional on V~(IJ). Choose any 'I' _gEV _g such 
that 'I' g . 'I' _ g does not vanish on M, and consider 

[V~ -Va]('I'_g ·K b ). Since 'I'_g .K b has zero weight 
g g 

and since V~ - Va is linear, there exists Cab m(e)EVe ,(q.lJ. fiI) 
e 

such that [V~ -Va]('I'_g .Kb) =cabm(e)'I'_gK m. It 
g e g 

follows immediately (using the Liebnitz rule) that 

[V~ -Va]Kb 
g 

= ~ m [C; ab m(e) -l5b m'l'g (V~ - Va)'I' _g] . (9) 
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Using the definition of fla (g), the bracket can be written 
e 

Cab m(e) + 8 b m fla (g)=C ab m(g) , (10) 
e e e 

hence the result. 

Similarly, for any K bEV~(b), one shows (after expansion 
g 

of [V~ - Va] (K b • K b) = 0, V K b) that 
g -g -g 

[V~ -Va]Kb= -Cam
b( _g)K m with 

g e g 

Cab C( - g) = Cab C(e) - 8 b cfla (g) since 
e e 

= - fla (g). More generally, if T b C is a G-field with mixed 
e g 

indices, we obtain 

[V~ - Va] T b C = Cab m(e)T m C - Cam C(e) 
g e g e 

XTbm+fla(g)TbC. (11) 
g e g 

Hence, given any derivative operator Va on Y, the operator 

V~ is completely determined by the fields fla (g) and 
e 

Cab C (e) provided the scalar fields <I> g under consideration e _ 

give rise to regular mappings <I> g' It is important to notice 
that, when the charging mappings <l>g'S fail to be regular, 
these results could not have been derived, the situation being 
comparable to a loss of differentiability on a manifold; the 
charging mappings could be viewed as charts in an atlas 
where each region would be given a particular weight g. 

Finally, it is easy to prove that 

(i) Cab C(e) = C (ab) C(e) , (12a) 
e e 

(ii) D[aflb) (g) = 0 , (12b) 
e 

(iii) Vg, g'EG, fla (g + g') = fla (g) + fla (g') , 
e e e 

(12e) 
and 

(iv) when G is the Abelian group of complex numbers, 

fla (g) = g fla (1) and therefore 
e e 

CabC(g) =CabC(e) +gfla(1)8b
c . (12d) 

e e e 

C. Charging mappings 

In this section we want to show that all derivative opera­
tors that coincide on Y e can be generated from one of them ...... 
via the action of the charging mappings 'I' g' As a result, two 
structures (Y, Va' Y e ), (Y, V~, Y e ) will be distinct if Va 
and V~ do not coincide on Yeo 

Consider any T~EV~; choose any 'l'gEVg and 
'I"_gEV _g such that 'l'g 'I"_g does not vanish onM. Then, it 
is easy to show that 

(13) 

defines a derivative operator V~ on Y: V~ is obviously linear, 
V~ satisfies the Leibnitz rule (this is easily obtained setting 
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g = g) + g2 in the definition of V~); finally V~ satisfies the 
torsion equality 

Via Vb )<I>g = Fab(g)<I>g . (14) 

Consider now two derivative operators Va and V~ that coin-

cide on Y e [i.e., such that Cab C(e) = 0]. We claim the exis-
e 

tence of a mapping K (g) = q,; ~ _ g that sends derivative 
e 

operator to derivative operator, i.e., which satisfies 

VT~EV~, ~(-g)Va[~(g)T~]=V~T~. (15) 

This follows from the fact that (V~ - Va)T~ =fla(g)T~ 
e 

and fla (g) = Daa(g) imply V~ T~ = e- a(g)Va [ea(g)T~] , 
e 

where a(g + g') = a(g) + a(g') and a(e) = 0 have en-

abled us to set K (g) = exp a(g). [Note that a(g) being 
e 

defined up to the addition of a constant c(g), the mapping 

generated by K (g) is defined up to multiplication by 
e 

exp c(g).] 

D. Relation between two systems (..9', 'V.) and (Y, ~ .) 
Let (Y, Va) and (Y, Va) be two systems of G-fields 

with respective (fixed) derivative operators Va and Va' We 
claim the existence of a unique one to one onto mapping X: 
Y ---+ Y, which takes derivative operator to derivative oper­
ator, i.e., such that 

VT~EY, X-1Va(XT~)=VaT~ 
provided Va and Va coincide on Y e • This follows immedi­
ately from VaT~=(exp -a(g»)Va [expa(g)T~], the 
mapping X being unique up to multiplication by exp c(g) in 
Yg and exp c(g) inYg. 

E. Curvature and torsion of derivative operators 

Let K cEV'(f) and 'l'g generator of a regular charging 
K-+ g 

mapping 'I' g' From the definition of the Riemann tensor on 
zero-weighted fields, and the Leibnitz rule, it follows imme­
diately that 

Via Vb)K = {R abe m(e) + Fab (g)8~}K m 
g C e g 

==R abc m(g)K m • (16) 
e g 

Here, R abc d(g) will be called the curvature of the system 
e 

(Y, Va)' Hence, on a flat manifold M, the presence of cur-
vature for derivative operators acting on G-fields is identical 
to that of torsion: 

Rabe d(g) = 8dcFab (g) . (17) 

Next, since R [abe)d(g) = 8[c dFab )(g), one has an identity 
e 

that reduces to the first Bianchi identity when g = e. 
Finally, if we expand the equality 
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V[d (Rab]e m(g)K m) = V[d (Va Vb]K e , 
g g 

it is easy to obtain a generalization of the second Bianchi 
identity 

(18) 

Hence, the torsion Fab (g) is a closed two-form. 
Remark: It is interesting to notice that, if we identify g 

with a charge, Fab (g) can be viewed as a charged Maxwell 
field. 

Let us assume, now, the existence on Y e of a derivative 
operator Va and of a family of two-forms Fab (g) satisfying 

(i) V[aFbc] (g) = 0, (19a) 

(ii) Fab (g + g') = Fab (g) + Fab (g') , (19b) 

(iii) Fab ( - g) = - Fab (g) . (19c) 

Then, if Aa (g) is any potential for Fab (g), one can define 
derivative operators on Y via 

Vb T' = 'IIVb ( 'II T') + Ab (g) T' . (20) 
g g -gg g 

The torsion of these operators is Fab (g) . 
Remark: In the above formula, 'II g andA b determine the 

derivative operator Va on G-fields. 
Conversely, 'IIg and Va determine Ab; we necessarily 

have 

(21) 

It is straightforward to show that Va and V; determined by 
{'IIg, Ab (g)} and {'II;, Ab (g)}, respectively, satisfy 

V~T - VbT = TVb 10g('IIg'll'_g) . (22) 
g g g 

Conversely, the two vectors A b (g) and A ~ (g') determined 
by {'IIg, Vb} and {'II;" Vb}' respectively, satisfy 

A ;'(g') -Ab(g) = Vb 10g('II;,'II _g)' (23) 

F. G-flelds and monopoles 

In the previous sections, we have introduced derivative 
operators and studied their properties. As we already men­
tioned, most of these properties could be derived because the 
charging mappings were assumed to be regular. In the ab­
sence of such a regularity, the torsion Fab (g) might not even 
be curl-free, i.e., be viewed as a source free Maxwell field. 
This leads us to the following considerations. 

Definition of a monopole: Consider inM, a two-sphereS 2 

(surrounding a topologically trivial region), and a point P 
located in its interior (see Fig. 1). Let S denote a two-surface 
passing through P, and intersecting S 2 along a one-dimen­
sionalloop r that can be considered as the boundary of a disk 
D through P. We shall say that Fab (g) admits a monopole at 
P if E"bc~ bFcd (g) = pua at P, where p is called the strength 
of the monopole and ua its current. Furthermore, any poten­
tial Ab (g) at P, must exhibit a singularity on M - P. Sup­
pose Ab (g) were singularity-free on M - P. Then, the loop 
integral ~r Ab dS b = 0, since the loop is shrinkable to a 
point Q within the singularity-free region. However, the in-
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FIG. 1. Monopole inside a two­
sphere. 

tegral is also equal to S S 1: Fab dS ab, the flux of Fab through a 
cap of S 2 bordered by r. Hence the contradiction, and the 
result. Another possible description of the presence of a 
monopole inside S 2 consists in removing the point P via cre­
ation of topologically nontrivial features inside this two­
sphere; for instance, one could introduce a wormhole via 
removal (as in Fig. 2) of two connected balls surrounding 
the point P. In this case, Fab (g) could be a source free Max­
well field and yet exhibit a flux through S 2 since this two­
sphere is not shrinkable to a point. 

Consequence: Suppose now that M - P is covered by 
charts such that in each chart the torsion field Fab (g) is curl­
free with singularity-free potential Ab (g). Let Rand R ' be 
two such regions (see Fig. 3). The previous results imply 
that Ab (g) = 'II _g Vb 'IIg in R, and A;' (g) = 'II'_g Vb'll; in 
R '. Consequently A b (g) - A ~ (g) = Vb log ( '11'_ • 'II ) in 
h 

. . g g 
t e mtersectlOn of the two regions. Hence the total flux 
through the two-sphere surrounding the monopole is given 
by 

f 1, Fab dS
ab 

= f (A ;'-Ab )dS
b 

= f Vb log ('II _g 'II;)dS b, (24) 

which proves that the flux depends only on the transition 
mapping between region R and region R '. 

The next section will provide an application of the re­
sults obtained here. 

III. DUAL-MASS MONOPOLES AND CAUSALITY 
VIOLATION 

In this section we want to prove the existence of closed 
timelike curves in stationary (i.e., with twist) space-times 
with wormholes. These space-times exhibit a nonvanishing 
dual mass or magnetic monopole moment. We shall first 
focus on a definition of the dual mass available for such 
space-times. The presence of the stationary Killing vector 
field will be crucial and we shall make no use, whatsoever, of 
the asymptotic behavior of the space-time. 

Let (M, gab,t a) be a vacuum stationary space-time, i.e., 
a four-manifold M with a metric gab of signature 
( -, +, +, + ) solution of Rab = 0, and t a an everywhere 

FIG. 2. Creation of a monopole via topo­
logical modification. 

Anne Magnon 1070 



                                                                                                                                    

FIG. 3. Chart in the neighborhood 
of a monopole. 

timelike and complete Killing vector field. Let 1T: M_T de­
note the projection map from Minto T, the manifold of or­
bits of t a. We shall assume that T has topology S 2 X R, topol­
ogy of a wormhole. Hence, each spacelike hypersurface l:, in 
M carries a handle. Our purpose is to prove that (M, gab ,t a) 

must exhibit a causality violation. 
Proof: Since t a is not hypersurface orthogonal, one has 

Vatb = A -It[b Va 1 A + (A) 1/2Eabcd t dmc , 

where t ata = - A denotes the norm of t a and 
ma = (A) -1/2Eabcdt ~Ct d its twist. Consequently there exists 
on M a curl-free two-form 

Fab = V[aA -Itb 1 ' 

which can be viewed as the pullback 1T* (Fab ) to M, of a curl­
free two-form Fab on T, since t a Fab = 0, and .Y, Fab = O. It 
is straightforward to check that 

F- ( 1) -3/2- -m ab =.1\. Emab m = aEab , (25) 

where roa is a one-form on T inducing, via pullback, the twist 
oft a (1T*(roa) = ma), and Emab is the alternating tensor com­
patible with hab = gab + A -Itatb' the metric induced on T 
by gab (note that since Rab = 0, roa admits a scalar potential 
ro a = grada ro). We shall thereafter denote by 15 a the deriva­
tion compatible with hab . The dual (or magnetic) mass Q * 
associated with the stationary Killing vector field t a (and 
the presence of the wormhole) is defined via the flux of Fab 
through a two-sphere on T surrounding the topologically 
nontrivial features 

Q*= r FabdS ab = r (A)-3/2EmabWmdsab, (26) 
JS} Js} 

where the integral is independent of the choice of Si (since 
Fab is curl-free) and does not vanish since the second homo­
topy group of T is nontrivial. 

Remark: According to the results obtained in the pre­
vious section, it is natural to call Fab the torsion of the worm­
hole. It is clearly related to the twist roa

• 

Consequence: The dual mass is defined as the flux 
through a two-sphere surrounding the nontrivial topological 
features, of the torsion field Fab , or equivalently of the twist 
of the stationary Killing vector field. 

We shall now display a geometrical reformulation of 
Q *. Let us choose on the manifold of orbits T, a two-sphere 
S i surrounding the handle. We shall view this two-sphere as 
a one-parameter family of loops r .. (t), O<t< 1, O<u< 1, 
originating at the same point p [r .. (0) = r .. (1) = p] (see 
Fig. 4). Denote by r the two-dimensional timelike submani­
fold of M (or cylinder) representing the pullback to M of 
such a loop, and generated by the integral curves of t a (see 
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p~--~ 
FIG. 4. Spanning ofa two-sphere by 
a one-parameter family of loops. 

Fig. 5). On this r,p is represented by suchan integral curve, 
denoted thereafter by g;. Since r is timelike, there exists, 
through each point q of r, two null curves C + and C -, 
which can be parametrized in such a way that their respec­
tive tangent vectors ka and k ~ satisfy ka t a = k ~ t a = - 1. 
Let D denote the derivative operator compatible on r with 
the induced metric. From .Y,kb = 2tmD[m kb 1 andD[mkb 1 

= ak[mtb l' one deduces immediately D[mkb 1 = O. Hence 
the integral S'6 ka dS a is independent of the closed curve ~ 
chosen on r. Choose first the closed curve ~ t obtained 
moving along C + from q to m and along g; from m to q. 
Since k a is null the integral I = S'6 t ka dS a reduces to 

S~A -1/2(kat a)d.? Similarly one can consider the integral 
I' = S'6 k ~ dS a and choose for its evaluation the closed loop 
~ t obtained moving along g; from q to m' and along C -
from m' to q. The integral reduces to S;' A -1/2k~tad.? 
Hence, 

1+1' = L (ka + k~)dsa =A q+ 112L A -Ita dS a 

= A q-1I2J:'d.?, 

provided the affine parameter along g; is defined via 
A -1/2t aDas = 1. Since ~ can be considered as the lift, toM, 
of some loop ru (t) throughp, ifl: denotes the area of the cap 
bordered, on S i, by this loop, one has 

A - 112 im'dS = A 1121 A -It dS a 
q q a 

m '6 

= A !/2i V[aA -Itb ldS ab, (27) 

the flux of the torsion field Fab (m) through the cap. 
It is clear that, when u varies from 0 to 1, while r .. (t) 

sweeps the two-sphere S i, starting from the trivial loop at p 
(the point) and ending at p, the whole fiber over p will be 
described. Hence Q * (the flux of Fab through S i) will be 
finite (and nonvanishing) if the fiber is a closed loop. Since 
the argument does not depend on the point p, M is clearly an 
S I fiber bundle over S 2 X JR, and conversely. 

FIG. 5. The cylinder r. 

c-
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Let L denote the period of the fiber (or affine length) 
and n the number of times the bundle winds around its fiber, 
then one has the following theorem. 

Theorem: The dual mass (or magnetic mass monopole 
moment) does not vanish iff the space-time is an S I fiber 
bundle over S 2 X R, and is a measurement of the period of the 
fiber times the number of windings of the space-time bundle 
around its fiber. 

IV. AN EXAMPLE 

We want to consider here the NUT space-time as an 
example of the considerations displayed in the previous sec­
tions. Let l (t, r, 0, lP) be the chart in which the metric is 
given by 

ds2 = - U(dt +A drp)2 + U- I dr 

+ (r + 12)(dO 2 + sin2 0 drp 2), 

where U = 1 - 2(mr + f2)/(r + f2) and 

A = 21(1 - cos 0). 

(28) 

The constants m and 1 are, respectively, the mass and the 
NUT parameter. The coordinate singularity at 0 = 1T can be 
removed via the introduction oft ' = t + 4/rp. The expression 
of the metric can be kept if one sets A '= - 21(1 + cos 0). It 
is clear that the orbits of a I at ' are periodic with period 81TI. 
This removal of the coordinate singularity induces the topol­
ogy S 3 X R for the space-time manifold, which thus appears 
as an S I fiber bundle over S 2 X R, the fiber being generated by 
the orbits of a I at '. The causality violation induced by the 
presence of closed timelike loops cannot be removed since 
the space-time is simply connected. The NUT parameter is a 
measure of the flux of the torsion field or of the twist of the 
Killing field a I at' through any two-sphere (on T, manifold 
of orbits of a I at ') surrounding the topologically nontrivial 
features. The twist potential wand norm A of a I at' are 
smooth functions on T and generate the Hansen potentials 
defined by <l>M = (1/4,1) (A 2 + w2 - 1), <l>J = wiU. Fur­
thermore since T is asymptotically flat, 4 the monopole mo­
ments induced at infinity by these potentials give, respective­
ly, the mass and the dual mass (or angular momentum 
monopole). The angular momentum monopole is dual to the 
mass in the following sense. Consider, in the <I> M' <I> J plane, 
the rotation defined by 

<l>M = <I> M cos 2() + <I> J sin 2(), 

<I>~ = - <I> M sin 2() + <I> J cos 2(). 

For 0 = 1T/4, one obtains a new solution with potentials 
$M = 0 and $.1 = - $M' This solution is precisely the 
NUT metric with NUT parameter 1 = - M. Hence this pa­
rameter is in duality with respect to the mass parameter. 

Although this solution has no asymptotically reasona­
ble spacelike surfaces, it is possible to study its behavior in 
the asymptotic null regime. One can define new coordinates 

x=r- I and u=t- f U-Idr. 

Then the metric can be written as 
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d~= - U[du2-2U- IX- 2dudx 

+ 2A (du - U -IX -2 dx)dlP ] 

+ [x- 2 (I + 12x 2 )sin2 () - UA 2]drp2 

+x-2 (1 + 1 2X2 ) dO 2. (29) 

Let 0 = x be a rescaling factor, then asz = 0 2 d~ is given by 

dS2 = - U [x2 du2 - 2U- 1 du dx 

+ 2A(x2 du - U- I dx)drp] + (1 + 12x2)d() 2 

(30) 

The conformal boundary at infinity .f is attached via the 
addition of the points with coordinate x = O. The degenerate 
metric on .f is given by de? = dO 2 + sin2 0 drp 2, hence the 
manifold of orbits of a I au is a metric two-sphere, .f being an 
S I bundle over this two-sphere. Hence the acausality of the 
space-time is also present in the asymptotic structure. 

V. DUAL MASS AS A MONOPOLE SOURCE OF 
ANGULAR MOMENTUM 

We shall consider here two situations that underline the 
idea that the dual mass could be considered as a monopole 
source of angular momentum. 

Suppose the stationary space-time is now equipped with 
a rotational Killing vector field R a such that .!f t R a = O. 
Since, at each point of (M, gab) the two-dimensional sub­
space (of the tangent space) generated by t a and R a is inte­
grable (since t a and R a are commuting, .!ftR a = 0), we 
shall identify the cylinder r with their integral manifold. In 
this case, the previous analysis is still valid. If we choose for 
~ an integral curve of R a, we obtain 

,11/2 f'if A -Ito dS a 

= ,11/2 f'if A -Ita R ads 

= A -1/2 (t . R)(R . R) -1/2 affine length of ~ 

(note that .!f R A = 0, .!f tA = 0 implies that A is constant on 
the integral manifold of the two Killing fields). 

As a result, the total length of the orbits of to is propor­
tional to the scalar product t· R describing the state of rota­
tion of the space-time. The dual mass is therefore related to 
the total angular momentum of the space-time. 

Let us assume now that T, the manifold of orbits of to is 
asymptotically flat in the sense of Ref. 4. One has available in 
this case the Hansen spin vector defined by 

(31) 

where 0 is the conformal factor which attaches A-the 
point at infinity-to the manifold T. It is then straightfor­
ward to show that 

S· V = ~ ( (qJ°1]a) V· 1] dS, 
- 2 JS2 (32) 

where S 2 is the two-sphere of unit directions 1] at A, V is an 
arbitraTy fixed vector at A, and {il., the limiting value of 
@oO- I 12. 
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Since the spacelike "translations at infinity" can be 
characterized by functions of the type V· 11 on the two­
sphere of unit directions at A (Vbeing a fixed vector at A), 
the Hansen spin vector defines a linear mapping from the 
vector space of asymptotic spacelike translations into the 
reals. 

On another hand, if the two-sphere S i, which has been 
used in the definition of the dual mass (Sec. III) is "pushed" 
to infinity on a manifold of orbits T, asymptotically flat in 
the sense of Ref. 4, the resulting expression of Q • will be 

Q.=liml A. -3/2EmabWm dS ab = lim 1 (J4,l1adS. (33) 
-+1\ ~l -+A ~2 

Since the function associated to t a on the two-sphere of unit 
directions at A cannot be direction dependent (under rea­
sonable asymptotic conditions), one is led to consider Q • as 
the action of a linear mapping on asymptotic "timelike trans­
lations." The previous result suggests that Q • encompasses 
the angular-momentum content of the space-time. Hence, 
(S· V, Q .) defines the action of a four-momentum vector on 
the vector space of asymptotic translations, which has the 
attributes of a spin vector. On the other hand, if a conformal 
completion is available at null infinity, it has been shown9 

that in the absence of radiation (vanishing Bondi-News) a 
spin vector is also available, and is a constant multiple of the 
total Bondi four-momentum. We conjecture that, if the 
space-time is stationary, with a conformal completion in the 
null directions, and ifT is asymptotically flat in the sense of 
Ref. 4, (S· V, Q .) induces the spin-vector at null infinity. 

All these considerations support the fact that the dual 
mass should be viewed as a monopole source of angular mo­
mentum, the state of rotation of the space-time, contained in 
tU (torsion of the closed orbits), being displayed in a four­
spin-vector ( at A or at oF). 

VI. CONCLUDING REMARKS 

In the main body of this paper, we have proved that 
(irrespective of their asymptotic behavior) stationary space­
times with nonvanishing dual mass must exhibit causality 
violation: the orbits of the stationary Killing vector field are 
closed loops. In the absence of stationarity, if a conforynal 
boundary is available at null infinity, the dual Bondi four­
momentum involving the asymptotic degrees of freedom of 
the gravitational fieldS suggests also that dual-mass space­
times must be acausal since oF must have the topology of an 
S 3. Although the agreement of the two definitions of the dual 
mass is yet to be proved (this will be done in a forthcoming 
paper) in the presence of an everywhere timelike and com­
plete Killing vector field, the result brings consistency and is 
of interest in itself since it displays features that could char­
acterize gravitational (magnetic) monopoles. 

It has been frequently objected that space-times with 
nontrivial closed causal curves cannot be realistic for the 
following reasons: solutions of equations describing the 
propagation of physical fields might require severe consis­
tency conditions. An observer (with free will) following 
closed timelike curves should have no difficulty altering past 
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events etc. Consequently it is believed that such space-times 
might not be suitable for the description of macroscopic sys­
tems. Nevertheless there are various features that suggest 
that their role cannot be neglected in the context of quantum 
gravity. We shaUlist some of them. 

First, there is available on stationary dual mass space­
times two source-free Maxwell fields, Fab = Vatb and ·Fab . 
If one considers the quantum description, it is known that 
the automorphism associated to the isometry generated by 
t a cannot be unitarily implemented on the usual Fock sector. 
As a result, one obtains generalized photon states, and a 
superselection of mass and spin, the new quantum sectors 
being labeled by parameters emerging from the electric 
(resp. magnetic) charge of Fab (resp. • Fab ), which turns out 
to be the total energy of the space-time. Since in this case, the 
dual mass V [aA. - 1 t b 1 is more appropriate for the description 
of the angular momentum of the space-time, it should be of 
interest to investigate whether the presence of this charge 
gives rise to a phenomenon of superselection, and possibly 
new photon states. 

It has also been noticed9 that dual mass solutions with 
an asymptotic null regime, and vanishing Bondi-News, en­
able the introduction of a total spin vector S a at null infinity, 
a constant multiple of the total Bondi four-momentum vec­
tor, which can be viewed as a generalization of Penrose's 
result on the Pauli-Lubanski vector for classical zero rest­
mass particles. The resulting notions ofhelicity, helicity op­
erator, self- and anti-self-dual modes are therefore essential­
ly induced by the presence of a nontrivial topology (and 
nonvanishing dual mass). One could speculate (in view of 
the possible existence of magnetic (gravitational) mono­
poles in the early stages of the universe,) whether "dual mass 
handles" could be viewed as particles "carrying" their own 
spin vector. 

Furthermore, dual mass solutions extremize the gravi­
tational action functional in Euclidean quantum gravity and 
therefore cannot be discarded in spite of their causal patho­
logies. They might have a role to play in the S-matrix de­
scription of quantum gravity. 
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It is shown that an analog ofBirkhoff's theorem of general relativity exists in a self-creation theory 
of gravitation, proposed by Barber, when the scalar field is independent of time. 

I. INTRODUCTION 

Many theories have been proposed as an alternative to 
Einstein's theory. The most important among them being 
the scalar-tensor theory proposed by Brans and Dicke.! 
This theory develops Mach's principle in a relativistic frame­
work by assuming that inertial masses offundamental parti­
cles are not constant, but are dependent upon the particles' 
interaction with some cosmic scalar field coupled to the 
large-scale distribution of matter in motion. The Brans­
Dicke theory! does not allow the scalar field to interact with 
fundamental particles and photons. By allowing the scalar 
field to otherwise interact with particle and photon momen­
tum four-vectors, and by thus modifying the Brans-Dicke 
theory to allow for the continuous creation of matter, Bar­
ber2 has developed a continous creation theory. In this the­
ory the universe is seen to be created out of self-contained 
gravitational, scalar, and matter fields. The field equations 
given by Barber2 are 

I 817' 2 2 R .. --g.R =-T .. __ A. .. +-g . .oA. 
I} 2 I} ¢ (m)1} 3¢a '1';1} 3¢a I} '1" 

(1) 

and 

(2) 

where O¢ = ¢:Z is the invariant d' Alembertion and the con­
tracted tensor T(m) is the trace of energy momentum tensor 
describing all nongravitational and nonscalar field matter 
and energy. Here a is a coupling constant chosen so that 
gravitational constant G, which is now a functionof ¢, can be 
defined as G = 1/ ¢. Recently Singh and Singh3 have dis­
cussed some general results on spatially homogeneous sta­
tionary cosmological models in this theory. 

In this paper we have shown that Birkhoff's theorem of 
general relativity exists in the self-creation theory proposed 
by Barber2 when the scalar field is independent of time. 

II. BIRKHOFF'S THEOREM IN SELF-CREATION 
THEORY 

It was shown by Birkhoff 4 that every spherically sym­
metric solution of the Einstein vacuum field equations is 
static. This fact is known as Birkhoff's theorem. ShiickingS 
has shown that this theorem is valid in Jordan's6 extended 
theory of gravitation when the gravitational invariant of the 
theory is independent of time. Reddy7 has shown that Birk­
hoWs theorem holds in the Brans-Dicke theory of gravita­
tion when the scalar field introduced in the theory is inde-

pendent of time. It is also shown, therein, that Birkhoff's 
theorem is valid in the Sen and Dunn theory,S irrespective of 
the nature of the scalar field. On similar lines we show, here, 
that Birkhoff's theorem exists in the self-creation theory2 of 
gravitation when the scalar field is independent of time. 

We consider the spherically symmetric metric in the 
form 

dr = eV dt 2 - ~ dr - r(d0 2 + sin2 Od<J>2) , (3) 

where A. = A.(r, t), v = v(r, t), with the scalar field 
¢ = ¢(r, t) . 

The field equations (I) and (2) for the metric (3) read, 
in vacuum, as 

-e-" -+- +-(
V' I) I 
r r 2 r2 

2 [ -" ,(2 V') -v(" I .. )] = - 3a¢ e ¢ -; +"2 - e ¢ - "2v¢ , 

= - ~¢[ -e-"(~'A.'-¢II - ~') 

_e~V~l], 

_"l _ 2e-"[ I ;.1.' ;,., ~,] -e -- --- -/L'I' -'I' +-::-yv , 
r 3a¢ 2 2 

e -" { ~ A. '¢' - ¢" - ¢'( ~ + ~)} 

+e-v{~-~v+~l} =0, 

(4) 

(5) 

(6) 

(7) 

(8) 

where primes denote partial differentiation with respect to r 
and overdots denote partial differentiation with respect to t. 

When the scalar field is a function of r only, that is, 

~=O, (9) 
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then from Eq. (7) we have 

.(1 ifl) 
A -;- 3aifJ =0, 

which implies that either 

l=o 
or 

(10) 

(11) 

1 ifJ' - = -, i.e., t/J = ifJo'.3a, t/Jo = const, (12) 
r 3at/J 

when ~ = 0; from Eqs. (4), (6), and (8) it follows that 

1I=1_ 2rt/J' +.!:.(v'-A'). (13) 
2at/J 2 

Using Eq. (12) in Eq. (8) we get 

v' -A' = - (2/r)(3a + 1). (14) 

Substituting this value in Eq. (13) we have 

II = - (2 + 3a), i.e., const. (15) 

In this case no solution exists. So the only other possibility is 
valid, i.e., l = o. 

Now differentiation of ( 14) with respect to t along with 
the use of (9) and (11) gives 

.y'=o. (16) 

From this, we have 

v =/(r) + g(t) , (17) 
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where/andg are arbitrary functions ofr and t, respectively. 
We can now use the transformation9 

dt' = e'l(t)12 dt . 

This turns v into a function of r only. This together with ( 11 ) 
reduces the metric (3) to the static case. 

Thus we have shown that Birkhoff's theorem of general 
relativity is true in the self-creation theory proposed by Bar­
ber when the scalar field is independent of time. 
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Classes of inhomogeneous perfect fluid solutions can be obtained by requiring that the associated 
Weyl tensor corresponds to a nonflat vacuum solution of Einstein's field equations. It is shown 
how one derives from this assumption useful information on the Newman-Penrose variables. 
Some particular classes of shear-free perfect fluid solutions are discussed, which all turn out to be 
locally rotationally symmetric. 

I. GENERALITIES AND NOTATION 

When searching for inhomogeneous perfect fluid solu­
tions of the Einstein field equations, the most trivial restric­
tion one can put on the Weyl tensor is that it vanishes; this 
assumption leads to the conformally flat perfect fluid solu­
tions that are all explicitly known. 1 In a next step one can put 
weaker algebraic restrictions on the Weyl tensor (e.g., con­
cerning Petrov type, the vanishing of its electric or magnetic 
parts, etc.), which has yielded a rich variety of results. 1-3 

Alternatively one could restrict one's attention to perfect 
fluid solutions for which the space-time metric is conformal­
ly related to a vacuum solution, or, more generally, to an 
Einstein space. Properties of such space-times ("conformal­
ly Einstein spaces") were studied a long time ago,4,5 but their 
use for generating perfect fluid solutions has been neglected 
because the restrictions on the geometry are-at first sight­
not strong enough. 

Suppose in fact that gab is the metric of a vacuum space­
time and gab the metric of a perfect fluid solution with pres­
sure p, matter density w, and fluid velocity u, then 

Rab =0 

and 

Rab - !Rgab = (w + p) UaUb + pgab' 

When a scalar field ¢ exists such that 

gab = e24>gab' 

(1.1 ) 

( 1.2) 

(1.3 ) 

we will call (gab' p, w) a conformally Ricci-flat perfect fluid. 
A search for all such fluids (without further restrictions on p 
and w) would be too ambitious, as these would contain as a 
subset all the vacuum solutions, by taking ¢ = const in 
( 1.3). Hence we impose the additional-although custom­
ary-restriction 

p + W=F O. (1.4) 

Now the curvature tensors of the two solutions gab and gab 
are connected by the relations 1 

e24>R ab = R ab + 4ylbOa] cd cd Ic d l' ( 1.5) 

with 

( 1.6) 

(; denoting the covariant derivative with respect to gab)' 
From (1.1) one then obtains 

( 1.7) 

and hence, by (1.2), 

2Yab = (w+p) uaub +!wgab . ( 1.8) 

A necessary and sufficient condition for (gab ,p,w) being 
conformally Ricci-flat, is that a solution ¢ exists for Eq. 
( 1.8). This leads then to a set of integrability conditions on 
(gab'P'W), 

2Yalb;c] = Cdabc¢,d' (1.9) 

which, with the aid of the Bianchi identities, can be rewritten 
as 

( 1.10) 

The full set of integrability conditions for (1.7) was given 
recently by Kozameh et al.,6 without, however, insisting on 
the fact that the Ricci tensor should be of the perfect fluid 
type. As these conditions (in particular the vanishing ofthe 
Bach tensor) contain second-order derivatives of the curva­
ture, they do not directly loan themselves to extract useful 
information on the possible perfect fluid solutions. There­
fore it is preferable to investigate, e.g., the tetrad components 
of ( 1.7) or ( 1.8 ) , directly. As heavy use has to be made of the 
Bianchi identities it is preferable to employ the Newman­
Penrose formalism, which, by its use of complex quantities, 
has the advantage of reducing the length of the occurring 
expressions. It is the latter approach that will be followed in 
the next paragraphs. In Sec. II, Eqs. (1.8) and (1.9) will be 
reformulated in the Newman-Penrose (NP) formalism, 
whereas in Sec. III, as an example, a discussion will be given 
of shear-free perfect fluid solutions. These solutions all tum 
out to be conformally flat or to be locally rotationally sym­
metric (admitting a G 4 on T3 ); their explicit form is given in 
the Appendix. It is hoped that in the general case (for non­
vanishing shear) the present method might lead to some new 
physically relevant inhomogeneous cosmological models, or 
alternatively, to new exact solutions for perfect fluid matter 
in local equilibrium (e.g., stationary axisymmetric and dif­
ferentially rotating fluids). 

II. CONFORMALL Y RICCI-FLAT PERFECT FLUIDS IN 
THE NEWMAN-PENROSE FORMALISM 

Notation and sign conventions of Kramer et a/. J are fol­
lowed throughout: the null tetrad is taken as 
ea = (m,m, I,k) with kala = - 1 and mama = 1; thedirec-
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tional derivatives are D = k aa a'~ = I aa a' and /j = maa a' 
The tetrad can always be chosen such that 

/jtP = ul = u2 = 0 and u3 = u4 = 1/-/2. (2.1) 

It is then fixed up to rotations in the (m,m) plane, except 
when DtP = ~tP (such that u and V tP are aligned): in the 
latter case it is preferable to fix the null direction k (choosing 
it as one of the principal null directions of the Weyl tensor in 
the algebraically general case, or as the most repeated princi­
pal null direction in the algebraically special case) after 
which a boost and a null rotation about k can be applied to 
arrive again at the conditions (2.1). The remaining tetrad 
freedom is then given by the spatial rotations as in the gen­
eral case. 

The components of (1.6) and (1.8), i.e., of 

tPla;b = tPlatPlb - ~abtPlmtPlm 

+~(w+p) UaUb +iwgab (2.2) 

(with la denoting the directional derivative along ea ) read 
then, using tPletPle = - 2DtP~tP, 

l.DtP - u~tP = 0, (2.3) 

vDtP - 1'~tP = 0, 

'iTDtP - K~tP = 0, 

jlDtP - P~tP + DtP~tP + iw = 0, 

~2tP- (~tP)2+ (r+r)~tP= (w+p)/4, 

D2tP - (DtP)2 - (E + 'E)DtP = (w + p)/4, 

D~tP + (E + 'E)~tP = (w + 3p)/12. 

(2.4) 

(2.5) 

(2.6) 

(2.7) 

(2.8) 

(2.9) 

The remaining components can be obtained equally from the 
commutator relations, which yield [using (2.4) and (2.5)] 

(W - D~)tP = ( r + r)DtP + (E + 'E)~tP, (2.10) 

/jDtP = (a + (J)DtP, (2.11) 

/j~tP = - (a + {J)~tP, 
(jl- J.L)DtP + (p - P )~tP = O. 

Notice that 

otherwise (2.7) or (2.6) would yield w + p = O. 

(2.12) 

(2.13) 

(2.14 ) 

Finally one has to substitute in the NP equations the 
following expressions for the Ricci tetrad coefficients: 

<1>00 = <1>22 = 2<1>11 = (w + p)/4 and R = w - 3p 

(all others being 0). (2.15) 
Henceforth we will refer to the NP equations and Bian­

chi identities by their numeration in Kramer et al., I preceded 
by *; e.g., *29 will stand for Eq. 7.29 in Kramer et al. The 
conservation laws for the fluid can then be expressed as 
(*69-71): 

Dw + ~w = ( r + r - E - 'E + P 

+P-J.L-jl) (w+p), 

Dp-l1p= -(r+r+E+'E) (w+p), 

/jP=!(K+1'-'iT-V) (w+p). 

(2.16) 

(2.17) 

(2.18) 

A first step is now made by taking derivatives of (2.3)­
(2.6), eliminating the second-order terms in t/J by (2.7)­
(2.10), and eliminating the terms containing derivatives of 
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the spin coefficients by taking suitable linear combinations 
of the NP equations. The resulting algebraic expressions 
between the Weyl tetrad coefficients "'i> the spin coefficients, 
and DtP, ~tP are listed below: 

t/Jo~tP = l(w + p) (l. - 0"), (2.19) 

~4DtP = l(w + p) (1 - 0"), 

~~tP = l(w + p) (p - jl) - iDw, 

"'2~tP = !(w + p) (p - jl) - i~w, 

~~tP - "'1 ~tP = 1 (w + p) (1' + 'iT - K - v), 

~3DtP + "'1~tP = - iDw. 

(2.20) 

(2.21 ) 

(2.22) 

(2.23) 

(2.24) 

From (2.21) and (2.22) one obtains ~~tP - "'AtP 
= i(~w - Dw), and hence, by taking the conjugate, 

(~2 - "'2) (DtP + ~tP) = O. (2.25) 

I also list below the expressions for the kinematical quanti­
ties, as derived from the usual decomposition of the covar­
iant derivative of the velocity Ua;b: 

ul = - !(K + l' -'iT - v), (2.26) 

u3 = -u4= -!(r+r+E+'E), 

CUI = - (i/2) (1' - K + 1T - V - 2a - $), (2.27) 

cu3 = - cu4 = (i/2) (p - P + J.L - jl), 

= - 0"44 = (1/6-/2) (2r + 2r - 2E - 2'E 

-P-P+J.L+jl), 

0"14 = - 0"13 = (1/4-/2) (1' + 'iT - K - V + 2?i + 2,8), 
(2.28) 

0"11 = (1/-/2) (l. - 0"), 

0= -(1/-/2) (r+r-E-'E+p+P-J.L-jl)· 
(2.29) 

In the next paragraph an example will be given of how to 
obtain explicit perfect fluid solutions by imposing, e.g., the 
extra condition that the fluid has vanishing shear. 

III. SHEAR-FREE CONFORMALLY RICCI-FLAT 
PERFECT FLUIDS 

Let us suppose first that the gradient of tP is aligned with 
the fluid velocity: 

DtP = ~tP· 

Then (2.4) and (2.5) imply 

v = l' and 'iT = K, 

(3.1) 

(3.2) 

whereas (2.7), (2.8), (2.10), and (2.13) yield, respectively, 

r+ r+ E+ 'E= 0 (3.3) 

and 
jl-J.L +p -p = O. (3.4) 

Furthermore one obtains from (2.11) and (2.12), 

a+{J=O, (3.5) 

which, when substituted together with (3.2)-(3.4) in 
(2.26) and (2.27), shows that the fluid is irrotational 
(CUab = 0) and geodesic (ua = 0). 
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When it is also shear-free, the evolution equations for 
the kinematical quantities 7 show immediately that solutions 
are conformaIly flat. 

As suggested by (2.25) we will now further restrict to 
solutions for which the gradient of ¢ is orthogonal to the fluid 
velocity: 

D¢+I1¢=O. (3.6) 

(In fact this is the only case in which shear-free and noncon­
formally flat solutions can exist. ) 8 

Let us first see to which relations this assumption leads, 
without imposing the additional restriction that O'ab = 0: 
From (3.6) and (2.3)-(2.12) one infers 

A +O'=v+r=1T+K 

=€+'E-r-y=a+/3=O. (3.7) 

This implies (aD - DI1)¢ = 0, and hence D 2¢ 
= A2¢ = - DA¢. From (2.7)-(2.9) one obtains then the 

relations 

(D¢)2 + 2(€ + 'E)D¢ + (2w + 3p)/6 = 0 (3.8) 

and 

D2¢ + (€ + 'E)D¢ + (w + 3p)/12 = O. (3.9) 

Eliminating next r/J2 from (2.21) and (2.22) yields 

!(w + p) (p + p -It - il) = !(Dw + Aw) 

or, by (2.16), 

P +p =It +il· (3.10) 

On the other hand (2.6) shows that p + il = p + It, such 
that 

p = j.l, 
and hence, by (2.21) and (2.22), 

Dw + I1w = O. 

( 3.11) 

(3.12) 

Equation (3.11) allows one now to eliminate D¢ from (3.8) 
and (2.6), yielding the following algebraic relationships 
between w,p, E + 'E, p + p, and D¢: 

2w02 - 6(w + p) (p +p) 0 - 3(w + p)2 = 0 (3.13) 

and 

OD¢ = - ~(w + p), 

with 0 defined by 

0=p+P+2(E+'E). 

Considering now (2.23) one has 

'if3 + r/Jl = (K - r)O. 

(3.14 ) 

(3.15 ) 

(3.16) 

On the other hand Eqs. (*31,32) and (*42,45) yield the 
relations 

(3.17) 

and 

(3.18 ) 

which, by (3.7), are compatible with (3.16) and which can 
be used to eliminate the 0 (€ + 'E) term arising by taking the 0 
derivative of (3.8). 

This results in [using (2.18) and (2.24) to substitute 
also for op and ow] 
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2D¢(KO - 1/11) = 2D¢ ('if3 - 1/11) - !(K + r) (w + p) 

or, cf. (3.14), 

'if3 = ~(K - r)O, 

and hence, by (3.16), 

'if3 = 1/11 = ~(K - r)O. 

Then (3.24) becomes 

O(E + 'E) = ~(K + r)O 

and (2.24) yields 

ow = O. 

(3.19 ) 

(3.20) 

(3.21) 

(3.22) 

Further information can be inferred from the Bianchi identi­
ties. This is at present under investigation, but only the 
shear-free case has been worked out so far, because it gives 
additional considerable simplifications. 

If one assumes O'ab = 0, then (2.28) gives [using (3.7) ] 

..1.=0'=0 and K=r (3.23) 

such that by (2.19), (2.20), and (3.20) the solutions are 
obviously of Petro v type D: 

1/10 = 1/14 = r/JI = r/J3 = O. (3.24) 

Furthermore Bianchi identity (*61) yields K1/12 = 0, such 
that, for nonconformally flat solutions, one necessarily has 

v = 1T = r = K = O. (3.25) 

As itis clear from (2.26) and (2.27) that the fluid's velocity, 
acceleration, and rotation are now confined to the (k,l) 
plane, it follows from (3.23) and (3.25) that the solutions­
if they exist- are likely to be locally rotationally symmet­
ric. 1 In order to check this, further information from the NP 
equations and Bianchi identities is required. Listed below are 
the remaining nontrivial NP equations (3.26)-(3.31) and 
Bianchi identities (3.32)-(3.35), which have been simpli­
fied as far as possible under the present conditions: 

op = 0, 

Dp=p2+ p (E+'E) + (w+p)/4, 

(3.26 ) 

(3.27) 

Da - 8E = (p + 'E - E)a, (3.28) 

Dy-AE= - (E+'E) (E+r) + (w+3p)/12+r/J2' 
(3.29) 

oa + oa = p2 + 4aa + (p - p) (r + €) + w/6 - r/J2' 
(3.30) 

l1a+{jr=a( r-Y-p), (3.31) 

D1/12 -lDw = 3p1/12 + (p - p) (w + p) /4, 

(D+ A)1/12 = 0, 

{jr/J2 = {jp = {j(€ + 'E) = 0, 

with 1/12 given by (2.21) and (3.14) as 

r/J2 = ~(p -p)O + !O(w + p)-IDw. 

(3.32) 

(3.33 ) 

(3.34) 

(3.35) 

Notice also that the commutator relations (*55-58) 
simplify to the following: 

I1D - DI:i = (E + 'E) (D + I:i), 
80-08= (p-p) (D+I1) +2(ao- ao), 

N. Van den Bergh 
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8D-D8= (E-E-p)8, 

811 - 118 = (p - y + Y)8. 

(3.38) 

(3.39) 

By (3.36) one can see that Eq. (3.29) [together with 
(3.35)] is precisely the integrability condition for the fol­
lowing system: 

DO = (i/2) (p - p - 2E + 2E), 
(3.40) 

110 = (i/2) (p - p - 2y + 2y). 

Taking then any solution 0 of (3.40) and applying the spatial 
rotation m __ m' = ei6m, one obtains in the new tetrad [us­
ing (3.7), (3.21), (3.25), and (3.26)] 

E=y, 

E-E=~(p-p), 

8€=;5E = O. 

(3.41) 

(3.42) 

(3.43 ) 

The situations for a twisting or nontwisting null ray k will 
now be worked out separately. 

A. Twisting null rays (p - p#O) 

2..[2Du = 3p + w - 4w2 
- 2u2 + 4au, 

2..[2Da = p + w - 2m2 + 202 + lou, 

..[2Dp = - (p + w)u, 

..[2D0) = 0)(20 + u), 

{2Dr= 2ar, 

with w given by (3.13), i.e., 

(3.50) 

(3.51 ) 

(3.52) 

(3.53) 

(3.54) 

4w(a + U)2 - 12(w + p) a (a + iI) - 3(w + p)2 = 0, 
(3.55) 

and with (3.54) identically satisfied under (3.50)-(3.53). 
Once a solution of (3.50)-(3.55) is obtained, the NP 

coefficient a follows from (3.28), (3.30), and (3.31), i.e., 

Da = !(p + p)a, (3.56) 

l1a = - !(p + p)a, 

8a + ;5ii = 4aii + !r. 
Introducing a solution R of 

DR = - Il.R = (p + p)R 

(3.57) 

(3.58) 

From (3.26), (3.34),and (3.37) one infers immediately and 

(D + l1)p = (D + 11) (€ + €) = (D + l1)tP2 8R = 0 (3.59) 

= (D + l1)p = O. (3.44) (e.g., R = ilrl if r#O), one has, with k = sgn r, 

By (2.17) and (3.29) one has then 

Dp= - (E+E) (w+p) 

and 

D(E+E) = - (E+E)2+ (w+3p)/12 

+ !O{w + p)-IDw. 

(3.45 ) 

(3.46) 

With the aid of (3.27) this allows one to reduce the imagi­
nary part of (3.32) to 

!O(w + p)-IDw = (w + 3p)/6 - 2pp + !O(p + p), 
(3.47) 

which, when substituted in (3.35), gives 

tP2 = (w + 3p)/6 - 2pp + pO. (3.48 ) 

Herewith the real part of (3.32) becomes identically satis­
fied under Eqs. (3.27), (3.45), (3.46), and (3.47), which 
form a system of five (real) equations for p + p, p - p, 
€ + E, w, and p. Between the latter quantities there is also the 
algebraic relationship (3.13), which, however, turns out to 
be an integral of this system. 

and 

Introducing the Stewart and Ellis9 variables, 

u={2U4={2(E+E), 

0) = - (1I{2)0)4 = (i1{2) (p -p), 

a = (1I{2) (p +p), 

r=p2+ p2_2(E+E') (p+p)-p 

(3.49a) 

(3.49b) 

(3.49c) 

= a2 - lou - 0)2 - p, (3.49d) 

the relevant equations go over to the particular case T = 0 of 
the field equations of Stewart and Ellis (substitute..[2D for 
their al derivative): 
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a = R 1/2(U + iv), 

D(u + iv) = l1(u + iv) = 0, 

and 

8(u + iv) + ;5(u - iv) = 4R 1/2(U2 + v2 + k). 

(3.60) 

(3.61 ) 

Note that, whenr = 0, (3.50)-(3.53) reduces to a system of 
three equations in U, a, and 0), as (3.52) becomes then an 
identity. Also note that no other solutions with r = const are 
possible, because then a = 0, and substitution of the solu­
tions, given by Stewart and Ellis for this particular case, in 
(3.55) leads to an inconsistency. The solution of (3.60) and 
(3.61) can easily be found after the introduction of a coordi­
nate system. Note that a can be made real with the aid of an 
additional spatial rotation m __ ei6m, keeping at the same 
time DO = 110 = O. 

Some standard manipulations lead then to 

0)1 = lId y + i~ (y,k)dz), 

0)3 = (1!4{2)O)R -I(dt + q( y,k)dz) - dx, (3.62) 

{i)4 = (l/4{2)O)R -I(dt + q( y,k)dz) + dx, 

with 

~(y,l)=siny, q(y,l) = -cosy, 

~(y,O)=y, q(y,0)=!y2, (3.63) 

~(y, - 1) = sinhy, q( y, - 1) = cosy, 

which gives us the canonical form of the class I locally rota­
tionally symmetric (LRS) space-times I 

dr = dx2 - -h,R -20)2 (dt + q( y,k)dz)2 

(3.64) 

As the conformal scalar field t/J also satisfies 
(D + 11)t/J = 8t/J =;5t/J = 0, one has t/J = t/J(x), such that the 
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vacuum solution gab corresponding to (gab'P'W) [cf. 
( 1.31 )] is necessarily LRS of class I, too. The latter's form 
being explicitly known, 10 this enables one to reduce the sys­
tem (3.50) - ( 3.55) to a single first-order ordinary differen­
tial equation (cf. the Appendix), the solutions of which can 
all be explicitly obtained. 

B. Nontwlstlng null rays (p - ji = 0) 

It is clearnow from (3.42) that E = r is real. However it 
is not immediately obvious that one should have as before 
(D + a) P = (D + a)E = 0 [which could be derived earlier 
from the commutator relation (3.37) and <5p = & = 0]. To 
demonstrate that the same relations still hold, take first the a 
derivative of (3.9), yielding 

(D + a) (2ED¢ + (w + 3p)/12) = 0 (3.65) 

and hence, by (3.12), 

(D + a) (2ED¢ + w) = O. (3.66) 

On the other hand, D + a acting on (3.14) yields 

(D + a) (2ED¢ + w) + (D + a) p = 0, (3.67) 

such that 

(D + a) p = O. (3.68) 

With the aid of (3.27) and (3.36), one obtains then 

2p(D + a)E + !(D + a) p 

= (D+a)Dp= (D+2E) (D+a)p=O. (3.69) 

Together with (3.66) this implies 

(p-D¢HD+a)E=O. (3.70) 

Now p =D¢ is impossible, as then (3.14), (3.27), and 
(3.68) wouldyieldDp = ap = 0, such that by (3.26),pand 
D¢ ( = p) would be constants. Substituting this in (3.10) 
and (3.27) gives then 

p2 + 2pE + (w + p)/4 = 0 = 2pE + (w + 3p)/12, 

which would imply w = const and hence, by (3.35), "'2 = 0 
such that the solution would be conformally fiat. 

Hence from (3.69) and (3.70) one can conclude 

(D+a)E=(D+a)p=O. (3.71) 

As before one recovers now Eqs. (3.45) and (3.46), but now 
with E real. 

The one remaining difficulty is that the differential 
equation (3.47) does not follow in a straightforward way [as 
(3.32) is now a real equation]. 

Therefore consider first the following identity, which 
results from the commutator relations (3.38) and (3.39): 

<5aa + ;Sail - a(<5a + <5a)~ (<5a + <5a). (3.72) 

Using (3.30) and (3.31) together with <5 r = 0, this leads us 
to 

"'2 = 4Ep + (w + 3p)/6, (3.73) 

which is precisely the (E = E, P = p) particular case of 
(3.48). Substituting this in (3.32) gives us (3.47) as before, 

!!l(w+p)-IDw= (w+3p)/6+4Ep. (3.74) 

Hence, all equations governing the twisting case are recov­
ered (subject only to E = E, P = p), the only difference lying 
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in the form of the coordinate system: the solution being now 
irrotational (p - p = 0), one can introduce coordinates 
; = (ll..[i) (X + iY) and x,t (real) such that 

(3.75 ) 

Acting with the commutators (3.36)-(3.39) on;, x, and t 
leads then to 

S = ~ -1/2(X)' P- I (;,;) (Preal), (3.76) 

~(logA) = 2..[i r(x) and ap = il = u - iv. 
ax a; 

After a spatial rotation m' = eiIJm with () = () (;,;) such that 
a becomes real, one has in addition from (3.58) and (3.76) 

u x = ..[ip - 1 (u 2 + k), 

Px =..[iu (3.77) 

[and with as before k = sgn r = sgn (2 p2 - 8E P - p) ] . 
This shows that the spaces (x = const, t = const) are 

two-spaces of constant curvature K =2P 2 (a 21 
a; at)log P = 2k, such that the solutions are locally rota­
tionally symmetric of Ellis' class II (in particular IIc, as a 
and u in (3.50) and (3.51) are now necessarily =1= 0). Choos­
ing a new tcoordinateand (y,z) to be well-determined func­
tions of X and Y, the metric is then 

d?- = dx2 -A 2(X) dt 2 + lR -1(dy2 +:I2 (y,k») dr, 
(3.78) 

with A given by (3.76), i.e., (a lax) (logA) = U. 
As in the twisting case, the conformal scalar field ¢ de­

pends on x only, such that the system [(3.50) and (3.51)] 
can be reduced to a single first-order ordinary differential 
equation, by making use of the canonical form of the class II 
LRS vacuum solutions. The explicit solutions are given in 
the Appendix. 
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APPENDIX: A CLOSED FORM EXPRESSION FOR THE 
SOLUTIONS OF SEC. III 

We will obtain here explicit expressions for the solutions 
discussed in Sec. III from the form of the corresponding 
vacuum solutions. 

First one rewrites both twisting and nontwisting metrics 
(3.64) and (3.78) as 

d?- = dt 2 -A 2(t) (dx + /u( y,k) dZ)2 

+lR-1(t) (d y2+:I2(y,k)dr), (AI) 

with u and :I as defined by (3.63) and with (d I dx ) log A 
=u, (dldx)logR =2a, and /= + lor 0 for (3.64) or 
(3.78), respectively. In both cases the rotation scalar Ci) can 
be written as [(3.49) and (3.59)] 
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aJ = 4lAR. 

Defining now 

I=A 2, Y = (SR)-1/2, 

a coordinate transformation 

Y = Y (t,t), z = z (t,t), 

X = SA(t) dt, x =X (T,t,t) 

exists, such that (A 1) becomes I 

d~ = _ I(X) [dT + if t dt - t d( ] 2 

2 1 + (kI2)tt 

(A2) 

(A3) 

(A4) 

+ I-I(X) dX 2 + Y2(X) 2 dt dt _ (AS) 
(1 + (kI2)ttf 

The general vacuum solution for (AS) is 10 (with X replaced 
byX) 

I=h (X)=(X2+114)-I[k(X2-114) -2mx], 
(A6) 

y = U(X)=(X2 + 114)1/2. 

Notice that m is the only integration constant appearing in 
the solution, as the two other integration constants entering 
in the general solution of (3.S0), (3.S1), and (3.S3) (with 
p = w = 0) can be eliminated by rescalings and translations 
of X. As remarked in Sec. III, one has for the scalar field 
t/J = t/J(X), such that by (1.3) the coefficients of (AS) are 
related to those of (A6) by 

Y=e-~U, 

(A7) 

and 

X' =e-2~ 

(with I denoting henceforth the derivative with respect to 
X). From u = (d Idx)logA and 2a = (d Idx)log R one ob­
tains then 

and 

a = e~h 1/2(t/J' - U -lU'). 

Furthermore (A2) yields 

aJ = (l 12) e~h 1/2U -2. 

(AS) 

(A9) 

(A10) 

The two remaining functions w andp, appearing in (3.S0)­
(3.S3), can be equally expressed in terms of t/J and the known 
functionsh and U, by using (3.14) and (3.49d), which yield, 
respectively, 

p = e~h [3t/J,2 + U- 2U ,2 - 4t!J'U- IU ' - h -Ih' 

X(t/J'-U- IU')-llU-4 -kh- IU- 2 ] (All) 

and 

w + p = e2~ht/J'(2U-IU' - h -Ih '). (A12) 

Substitution of (AS)-(A12) in (3.S0)-(3.SS) gives rise 
now to a single second-order ordinary differential equation 
in t/J, which is reducible to a first-order one, as one integra­
tion constant can be made redundant by a global scale trans­
formation. 
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First, it is obvious that (3.S3) and (3.S4) are identically 
satisfied. One can show that the same holds for (3.SS). This 
leaves one just with the equations (3.S0) and (3.S1), as 
(3.52) will be automatically satisfied under the other equa­
tions. Now both equations (3.S0) and (3.S1) can be re­
duced, by making use of the explicit forms (A6), to the sin­
gle condition 

t/J" + t/J'2 + t/J'(!h -Ih' - 2U- IU ' ) = 0, (A13) 

i.e., to 

e~ = 2SUh -1/2 dx (A14) 

(after elimination of an integration constant by rescaling 
ds2

). 

This yields, with Xo constant, 

k = 0 (and, e.g., m <0, x>O), 

e~=,fi'lml-I/2(3X5/2+ (//2)X I/2+XO); (A1S) 

k= ± 1, 

e~ = 3kE (m 2 + I 14)cos(h) -1(lx - kml/(m2 + 114)1/2) 

+ (3m + kX) (kX2 - 2mx - kl 14)1/2 + Xo 
(A16) 

[E = sgn(x - km), cosh when k = + 1 and cos when 
k= -1]. 

Substituting (A14) back in (AS)-(A12) yields, with 
h,U, and t/J given by (A6), (A1S), and (A16), 

(A17) 

a = 2U - xe~h 1/2U-2, (A1S) 

p = 24U2 - 2e~h -1/2U-3(4kX3 - 6mX2 - mI12), 
(A19) 

(A20) 

Notice that it is clear from the latter two expressions that 
solutions with k = 0 cannot have both p > 0 and w > O. 
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On the microscopic derivation of the finite-temperature Josephson relation 
in operator form 
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As a microscopic description of the Josephson junction, two BCS models are studied in the strict 
pair formulation with quite an arbitrary weak coupling potential. The modular formalism, the 
separate gauge transformations, and the limiting dynamics are analyzed for the interacting 
system in terms of the GNS representation of the uncoupled limiting Gibbs state. By means of the 
Connes theory the condensed Cooper pair and the quasiparticle spectrum is shown to be stable 
against weak perturbations. The modular formalism is used to construct a local approximation to 
the renormalized particle number operator and, by this, its time dependence, in spite of this 
observable not being affiliated with the von Neumann algebra of the temperature representation. 
The time derivation from this unbounded operator-valued function coincides with the limit of the 
local currents and splits under a natural assumption into a sum of the Josephson and the 
quasiparticle current operator extending the two-fluid picture also to the coupled model. 

I. INTRODUCTION 
One of the most fundamental questions of quantum me­

chanics, the relationship to macroscopic physics, has ob­
tained additional actuality by the discovery of the so-called 
macroscopic quantum phenomena. Experiments, especially 
with weakly coupled superconductors, demonstrated that 
typical quantum properties may be amplified to the macro­
scopic level by the process of quantum condensation (cf., 
e.g., Refs. 1 and 2). A typical observable is the supercurrent, 
which is manifestly macroscopic but seems to have quantum 
features also. At first sight it appears almost impossible to 
combine the attributes "macroscopic" and "quantum me­
chanical" within the description of one phenomenon; in fact 
"macroscopic" is often used synonymously with "classical." 

We discuss these problems here in terms of a simple 
model for the Josephson junction consisting of the weak cou­
pling of two (spatially homogeneous) BCS models. By the 
use of operator algebraic techniques we are able to formulate 
a self-consistent point of view on the indicated questions that 
is generalizable to other systems with quantum condensa­
tion and spontaneous symmetry breakdown. A detailed 
analysis of this procedure will be given in the Conclusions 
after the exposition of the model construction. Here let us 
merely indicate the central idea, how to include macroscopic 
aspects into a quantum theory. In the framework of operator 
algebraic quantum statistics3 the purely microscopic obser­
vables are contained in the so-called quasilocal C *-algebra. 
The macroscopic classical observables appear only in repre­
sentation-dependent extensions (by means of the weak oper­
ator topology) of this algebra as central elements. A macro­
scopic quantum theory-and this is a new aspect of our 
investigation-is obtained, if the generators of the broken 
symmetries in a representation are included in the set of ob­
servables. Both types of macroobservables are not present in 
usual many-body physics, which in some sense refers to the 
quasilocal algebra only. They arise theoretically only by rep­
resentation-dependent limiting procedures following well­
established mathematical techniques, but they constitute an 

essential extension of the explicative power of microscopic 
many-body physics. The treatment of the macroscopic ob­
servables belongs also to those features, where our inves­
tigation differs principally from the treatment in Ref. 4 of the 
same model. 

For the present investigation we make use of earlier re­
sults on the single BCS model,5-8 where especially the latter 
two references are adapted to the discussion to follow. There 
(in Ref. 7) one finds the appropriate particle number opera­
tor, which also counts, besides normal electrons, condensed 
Cooper pairs, if the temperature is low enough, and which 
constitutes, in virute of this together with the macroscopic 
phase operator, a canonical pair of observables in the sense of 
quantum mechanics. Since the macroscopic phase operator 
is in the center of the representation von Neumann algebra 
its ambivalent nature of being partly quantum mechanical 
and partly classical has found a theoretical formulation. In 
this reference it is also worked out that the physical dynam­
ics (in contradistinction to the reduced KMS dynamics) 
acts nontrivially on some central elements as, e.g., the phase 
operator. We shall here also refer to the gauge-covariant 
quasiparticle formalism and the resulting two-fluid picture 
of Ref. 8. 

The description of the Josephson junction to be dis­
cussed in this work consists of a composition of two strong 
coupling BCS models in the strict pair formulation (some­
times called the quasispin formulation), which interact by 
means of a tunneling potential that is weak in a twofold 
sense: a finite number of pairs (since single electrons are 
excluded in this formalism) tunnels with a finite frequency 
and a global tunneling process involving infinitely many 
pairs in the thermodynamic limit takes place with a rate that 
decreases rapidly with the size of the system. The latter type 
of interaction is the origin for the supercurrent and its domi­
nant part leads exactly to the Josephson expression. The nor­
mal part ofthe current is kept quite arbitrary. 

In Sec. II we discuss the limiting Gibbs states of the 
uncoupled and interacting model in terms of their central 
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decompositions, where the result for the coupled system is 
taken over from Ref. 9. For any weak coupling in the sense 
specified above and for any inverse temperature 
f3e(O, + (0) the two kinds of limiting Gibbs states lead to 
unitarily equivalent GNS representations, in sharp contrast 
to strong interactions. Due to the low-temperature behavior 
of the condensed Cooper pair exchange term the limiting 
ground states (f3 = + (0) of the coupled and the uncoupled 
systems, however, are singular with respect to each other 
and no Josephson effect is predicted. For finite temperatures 
one may use the uncoupled GNS representation also for the 
interacting system, and we elaborate there the modular for­
malism connected with the noninteracting equilibrium state. 
That is, we show that the modular quantities are reduced by 
a family of local sub-von Neumann algebras and there may 
be written out explicitly. 

In Sec. III we discuss the renormalized particle number 
operators for the subsystems and suggest a local approxima­
tion procedure by making use of the modular involution. 
This is the starting point to extend the theoretical formalism 
beyond those observables that are locally approximable in 
the usual sense, which amounts to being affiliated with the 
representation von Neumann algebra. The limiting dynam­
ics is analyzed in terms of the perturbation expansion with 
respect to the weak interaction and various local limiting 
relations are worked out, among which a certain approxima­
tion of the finite-time Heisenberg transformations is most 
important for the later current calculation. 

The quasiparticle formalism of Ref. 8 is used to write the 
multiphase von Neumann algebra of the coupled system as a 
W *-tensor product of the center and a factor. Under a natu­
ral assumption the limiting Heisenberg dynamics factorizes 
accordingly into a central part without any coupling and a 
part in the factor, which, by means ofthe Connes theory, is 
shown to contain always the uncoupled quasiparticle spec­
trum. 

In Sec. IV time-dependent renormalized particle num­
ber operators are introduced by means of the local approxi­
mation constructed earlier. By time differentiation one ob­
tains a time-dependent current that also may be obtained by 
direct local approximation. Under the mentioned natural 
splitting assumption the total current operator decomposes 
into the supercurrent of the Josephson form and the quasi­
particle current. 

In the Conclusions we discuss to what extent the opera­
tor algebraic model construction of weakly coupled super­
conductors reflects basic features of macroscopic quantum 
phenomena and describes a state of the composite system, 
which is "intermediate between complete separation and 
complete union" as anticipated by Josephson. 10 

II. THE LOCAL MODEL AND ITS THERMODYNAMIC 
LIMITING REPRESENTATION 

As an extremely simplified description of a Josephson 
junction we consider here a closed system consisting of two 
BCS models in the strict pair formulation with a weak inter­
action. As is elaborated in, e.g., Refs. 7 and 11, the relevant 
wave vectors for the electrons of each superconductor are 
localized in a shell % x around the Fermi surface, where 
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xe{a, b} is the index for the subsystems. To every finite vol­
ume corresponds a finite subset Ax C % x and we shall as­
sume % x to be denumerable. For a given Ax we form the 
electron pair algebra ..af~ which is generated *-algebraical­
ly by the pair annihilation operators 

bkx:=C_klxCktx' keAx, (2.1) 
where the C ku x are the usual electron annihilation operators 
with ()' e{ r , t } the spin eigenvalues, and ..aft, has ® keAx 

[ b kx' b t, ] + as unit element. The quasilocal pair algebra for 
a subsystem is denoted by ..af~. The (quasi-) local structure 
of the combined system is based on the finite subsets Aa X Ab 
of the denumerable set % = % a X % b' Denoting by I A I 
the cardinality of A we write 

5t': = {AC%; IAI < + oo}, (2.2) 

and obtain the inductive system of local algebras 
{..af A: = Jaf~a ® Jaf~b; Ae5t'} by means of the usual injec­
tions iN, A :Jaf A ~ ..af N' A CA'. The C *-inductive limit has 
the form 

..af = Jaf~ ® Jaff, (2.3) 

where ® for C *-algebras always denotes the so-called injec­
tive tensor product with minimal cross norm,12,13 and Jaf is 
an abstract, simple C *-algebra with unit and trivial center. It 
is antiliminary14 and thus quite different from an algebra 
f!lj (K) consisting of all bounded operators on the Hilbert 
space K and characterizing traditional quantum mechan-
ics. 

For a single subsystem the local pairing Hamiltonian is 

H Ax = I 2Exbt,bkx -~ I bt,bk,x' (2.4) 
keAx I Ax I k, k 'eAx 

where Ex is the averaged kinetic energy andgx is the positive 
coupling constant. The chemical potential J.Lx is assumed 
fixed to its zero point value, and in order to have a phase 
transition we require 2~/gx < 1, where ~: = Ex - J.Lx' The 
local reduced Hamiltonian H::"" is obtained by replacing Ex 
by~ inHA;oc' 

In a weak link the two superconductors a and b are spa­
cially separated by a normal conductor, an isolator, or the 
vacuum. Since the essential features of the composite system 
are independent of the specific barrier we only have to imi­
tate the weakness of the interaction by our model. The usual 
single electron exchange term2,1S first is excluded by our 
strict pair formulation and second gives no hint for the weak­
ness assumption. We start, therefore, from the strong inter­
nal pair interaction in (2.4) and impose weakness in two 
different ways. On the one hand we restrict the number of 
modes partaking in the exchange to a finite one, also in the 
thermOdynamic limit. This makes the damping factor 
lIlAx I of the coupling constant in (2.4) meaningless and we 
have a transition of normal pairs. Admitting also higher­
order pair transfer we shall work with a general exchange 
polynomial in the normal pair operators with modes in the 
fixed set (Xa , Xb ) = Xe5t'. This will eventually give us the 
normal tunneling current. On the other hand one may in­
crease the damping factor for the exchange of infinitely 
many modes to (lIIAI)1 +£, E>O. IfE> 1, then the limit of 
such an interaction tends to zero in the temperature repre-
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sentation. If Ee(O, 1) the limit of the interaction is unbound­
ed similarly to the strong coupling case. Thus, the value 
E = 1 is a distinguished one and we shall adhere to this 
choice. Since in this part of the interaction infinitely many 
modes are involved, the collective phenomenon may persist 
during the exchange, and will give us, in fact, the spectacular 
phenomenon of a tunneling super current. Introducing 

bkx 
mAx := L --, 

keAx lAx I 
(2.5) 

we can restate our assumption in the way that the interaction 
Hamiltonian h A will be for all Ae.!f a A-independent polyn­
omialin thequantitiesm~), b ~), keXx,xe{a, b} (and their 
Hermitian ad joints ). The most important part of the collec­
tive tunneling is that of second order, and is uniquely deter­
mined by self-adjointness, total particle number conserva­
tion, and symmetry under a-b permutation to be of the form 

(2.6) 

The local uncoupled and interacting Hamiltonians of the 
composite system are 

H A: =HAa +HAb , H~: =HA + hA (2.7) 

and determine in their reduced form the uncoupled and in­
teracting local grand-canonical equilibrium states. Due to 
the results on the single BCS model5.6 we know that the un­
coupled equilibrium states converge for Ax ~ 00 to a state 
on Ji'f with the following central decomposition: 

(2.8) 

where {}: = ({}a' {}b)' d{}: = d{}a d{}bl(21T)2, and the d{} in­
tegration tends always over [0, 21T) X [0, 21T). Here 

(2.9) 

and (j/fJx is locally given on Ax by the density operator 

p':.x = exp( - tAx - {3H'1x )eJi'ftc, 

with 

H'1x = 2~ L b t,bkx 
keAx 

(2.10) 

(2.11 ) 

The positive constants Wx = Wx ({3) vanish for {3 smaller 
than the critical temperature{3cx' Ifwx ({3) = 0, the d{}x in­
tegration may be deleted in (2.8). 

The GNS triplet of cuP is desintegrated into the GNS 
triplets of the pure phase states cuPfJ according to Ref. 3, 
Chap. 4, as 

(1Tp, Y1"P' flp) = (np ®n!, J¥P ®~, flp ® fl~) 

= r~ (1TPfJ ,Y1"PfJ,flPfJ )d{). (2.12) 

In virtue of (2.9) we have also 

1TpfJ = 1T PfJ. ® 1T PfJ
b 

(2.13) 

and the analog for Y1"pfJ and flpfJ' where (1TPfJx' Y1" PfJx' flpfJ) 
is the GNS triplet of (j)PfJx as a state on Ji'f~, xe{a, b}. 
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We shall henceforth identify Ji'f with 1T 13 (Ji'f), selecting 
an arbitrary but fixed temperature {3e(O, + 00 ). 

The weak closure JlP of Ji'f in Y1"p has the decomposi­
tion 

JlP = JI~ ®JI~ = I'" JlpfJ d{}, (2.14) 

where 

//13 = -" ( .Jp)" {b} v« x 'I/p.J<I'" x , xe a, , (2.15a) 

and 

(2.15b) 

Here the tensor product ® of von Neumann algebras has 
been used in (2.14) and (2.15) (cf. Ref. 13, Chap. IV), 
which arises from the product representations according to 
Proposition 4.13 of Ref. 13. For all Ae.!f we introduce 

JI~:= J" 1TpfJ (Ji'fA )d{}CJlp. (2.16) 

The center .;rP of JlP is nontrivial for {3 > min {{3ea' {3cb} 
and is contained in JI~ for all Ae.!f. Denoting by tr A the 
usual trace on the finite-dimensional (full matrix) algebra 
Ji'f A we introduce on JI~, for any Ae.!f, the functional 

tr~{M}:= JtrA{AfJ}d{}, MeJl~, (2.17) 

where here and in the following the typical element M of 
JI~ is associated with an essentially bounded, measurable 
function {} ~ A fJeJi'f A by its integral decomposition 

M= J" 1TpfJ (A fJ )d{}, (2.18) 

in an a.e. unique manner. Since tr ~ is a normal, finite, faith­
ful trace on JI~, the latter is a finite W*-algebra. Observe 
that the family {tr ~; Ae.!f} does not define a trace on 

(2.19) 

It is only for small{3 that {JI~; Ae.!f} constitutes a type-I 
funnel in the sense of Ref. 16. With 

p~: = P~a ® p~beJi'f A (2.20) 

and 

~: = J" 1TpfJ (p~ )d{}e JI~, (2.21) 

we have for all Me JI~ 

(cuP;M):= (flp,Mflp) =tr~{~M}. (2.22) 

In the strong operator topology of Y1" 13' it holds that 

s-limmAx =Sx =J" wxe-i{/x1TpfJ(1)d{}, 
Ax 
xe{a, b}. (2.23) 

We have already given in Ref. 8 some arguments for the 
interpretation of Sx as the condensed pair field operator and 
shall confirm this point of view by the present investigation. 
Since on norm-bounded sets the operator product is bicon­
tinuous with respect to the strong operator topology we 
have, according to our model assumptions in Y1"P' 
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(2.24) 

Proposition 2.1: The net oflocal grand canonical equilib­
rium states ofthe coupled model converges (after extension 
to states on d in the w-*-topology) to a state with the cen­
tral decomposition 

(JJ'P = f (JJ'M d{), (2.25) 

where the restriction of (JJ,P{J to d A' A :JX, is given by the 
density operator 

pt = exp( -,~ - {3(H'! + Ht" + hp{J))' (2.26) 

The GNS representation associated with (JJ'P is unitary equi­
valent to that associated with ~. 

Proof: (i) The existence of the limiting state (JJ'P follows 
from the general investigation in Ref. 9. In Theorem 2.3 of 
this reference (JJ'P is written in the form (Aed CJlP) 

«(JJ'P;A) = (~;Ar i{:J)/(~; r i{:J)' 

where 

r i{:J: = f (- 0" ~ ds" ... (" dS1 
,,=0 Jo Jo 

with 

hp(s): = exp( - sHt)hp exp(sHt) 

and [cf. (2.11)] 

(2.27) 

(2.28) 

(2.29) 

Ht: = fe> 1Tp{J(H,! +Htb)d{}eJl~. (2.30) 

Using (2.22) ifAed A CJI~ and summing up the perturba­
tion series gives 

«(JJ'P; A) = tr~ {ptA}, (2.31) 

with 

pt= fe> 1Tp{J(p1)d{}, (2.32) 

p1 being given by (2.26). Thus, (2.25) is obtained locally 
and, hence, on all of d. 

(ii) The explicit formula (2.26) shows that thew'M are 
local perturbations of the ~ and thus are factorial and mu­
tually disjoint. Therefore, (2.25) is the central decomposi­
tion of w'p. 

(iii) Denoting (1Tp, fft"p, Op) the GNS triple of w'P we 
introduce 

U: 7t'p ---+ fft" p' 

by 

U1Tp (A)Op: = 1Tp(A)r:pOp/(~; r i{:J)1/2, (2.33) 
for all Aed. This is a well-defined mapping on a dense do­
main since Op is cyclic and separating for 1Tp (d) in virtue 
of the approximating KMS states (cf., e.g., Ref. 17) and 1Tp 
is faithful. From (i) and from Ref. 3 II, p. 153, it follows that 
U is an isometry. If <l>E7i'p has the form of the right-hand 
side (rhs) in (2.33) thenAed is unique, since rlt? is inver­
tible, Op separating, and 1T p faithful. Thus the inverse map­
ping U - I exists on these vectors. If qtE7i' p, then there is a 
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sequence {An; neN}Cd with uniform norm-bound such 
that 

'II = limA"Op = limA" riP 1I2r!;'20p. 
n " 

Approximating r;p1l2 by a strongly converging net {Ba; 
ael}Cd, 'II may be approximated by vectors Ca.r!;'20p, 
Ca,ed, a' eI'. Thus U- I is densely defined, Uis unitary, 
and Op = u-Ir!;'20p/(~; r i{:J)1/2. Using this in (2.33) 
gives the unitary equivalence of 1Tp and 1T P . 0 

Observe that for the special case h A = h ~ [cf. (2.6)] 

hp = gs (S:Sb + sas:) 

= 2gswawb fe> 1Tp{J(COS(1Ja - {}b »)d1J. 

Equation (2.25) specializes then to 

(JJ'P = f ~ dIJP(1J), 

with 

dp/(1J) = Cp exp( - 2/3wawb cos(1Ja - {}b »)d"", 

(2.34) 

(2.35) 

CpeR+, (2.36) 

In this case the interacting system has the same pure phase 
states ~ as the uncoupled model, the interaction potential 
showing up only in the statistical distribution of the macro­
scopic phase difference. This situation escapes the treatment 
of usual many-body physics where only pure phase quanti­
ties are considered. Also interesting is the nonequipartition 
of the pure phase. (For a more detailed discussion of these 
aspects, cf. Ref. 18.) For finite{3, Eq. (2.36) shows that d""p 
and d.,., are equivalent as measures on [0, 21T) X [0, 21T). In 
the low-temperature limit {3 ---+ + 00, however, we have in 
the vague topology 

d""p( {}) ---+ 6(""0 - {}b )d{}, 

which gives a measure singular to d1J, and the corresponding 
two GNS-groundstate representations are no more equiva­
lent. Physically this means that also the weak coupling of the 
considered type is sufficient to equalize the two macroscopic 
phases at zero (absolute) temperature, where no tempera­
ture fluctuations disturb the mutual dynamic influences of 
the subsystems. Thus the careful evaluation of the limiting 

equilibrium states shows that at T = 0 the total system be­
haves like a single superconductor and that, in contradistinc­
tion to the common point of view and to the conclusion of 
Ref. 4, the prerequisite for the Josephson effect is lost. The 
deviation of Ref. 4 from our result is due to an inappropriate 
ad hoc choice of the representation Hilbert space. 

Being interested in the finite-temperature physics we 
use (1T p, fft"p, Op ) also for the interacting system and bene­
fit from the better invariance properties of Op . The modular 
quantities for the standard triple (JlP, fft"p, Op) derive 
from the closure S of the antilinear mapping 
MOp ---+ M * Up, Me JlP, with the polar decomposition 
S = Jfl.I/2 (cf., e.g., Ref. 3 and 19). Here Jis an antiunitary 
operator in fft" p with J 2 = 1 and fl.1/2 is a positive, self-ad­
joint operator. The modular automorphism group is then 
given by O'~ (M): = fl.ItMfl. - it, and the canonical antilinear 
isomorphism 

A. Rieckers and M. Ullrich 1085 



                                                                                                                                    

(2.37) 

by 

j(M) = JMJ, Me JlP. (2.38) 

Defining 

~ : = JI~ np , Ae.!L', (2.39) 

we have the following statement. 
Proposition 2.2: For all Ae.!L' and all feR it holds that 

U ~ (JI~ ) = JI~. (2.40) 

The operators S, fl., and J are reduced by ~. The restric­
tions SA' fl. A' and J A are bounded and are the modular quan­
tities of the standard triple (JI~, ~, Op ). For Me JI~ 
we have 

(2.41 ) 

JAMnp =~1/2M* ~ -1/20 p . (2.42) 

Proof' (i) From the product form of the p~ one derives 
for MeJl'fc,KCA, 

~M~-I =p'fcMp'fc-I. (2.43) 

Thus, 

A P(M) ..JJitM ..JJ - it 11.1 ffP 
U t :=PA PA , l,..ieV«A' (2.44) 

constitutes for t varying in R not only an *-automorphism 
group in JI~ but also in Jig, which is u -weakly continuous 
in t. By means of (2.22) one finds that 

(011, CTu~(M)C2) = (011; UP_t(CT)MuP_t(C2»' 

for all CI/2e Jig. Thus u ~ has a norm-densely defined 
preadjoint acting in JI~ and is u -weakly closable by Ref. 3, 
Lemma 3.1.9. The closures constitute a W*-automorphism 
group of JlP, which satisfies the KMS condition with re­
spect to 011 for the natural temperature unity. From the 
uniqueness of the modular automorphism group we find 
u ~ = u ~ for all feR, showing the latter to leave JI~ invar­
iant. 

(ii) With A. + (_) > 0 the supremum (infimum) of the 
spectrum of the positive, invertible operator ~, we obtain 
for MeJl~ 

IISMOp ll 2 

= tr~ {~MM*}'A.+tr1 {MM*} 

= (A.+IA._),L tr~ {M*M} 

,(A.+I A._)tr ~ {~M *M}, (A. +1 A._) II MOp 112, 

which gives the uniform boundedness of SA on JI~ Op. By 
the closedness of S one observes that ~ CD(S). The re­
striction of S to ~ gives then rise to the modular quantities 
ofthe standard triple (JI~,~, Op). SinceJis bounded, 
fl.~/2 = JASA and fl.;:. 1/2 = SAJA both are bounded, too. 

(iii) For Me JI~ we calculate 

Il.Y2MOp = fl.Y2Mfl.;:. 1/
20p = u P_ i/2 (M)Op 

and 
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JMOp =J(Jll. i/2M*)Op 

_ ..JJ 1/2M * ..JJ - 1/2n -PA PA up. 

Because of boundedness all expressions are well defined. 0 

III. INNER LIMITING DYNAMICS AND PARTICLE 
STRUCTURE 

The particle structure of a nonrelativistic (reconstruct­
ed) quantum mechanics is determined by the unitary repre­
sentation of the gauge group, its generator counting the par­
ticlelike excitations, and by the (renormalized) limiting 
Hamiltonian, its diagonalization specifying the quasiparti­
cles. 

Beginning with the gauge transformations let us take the 
gauge angles 9 = (9 0 , 9 b ) from H2, which sometimes is 
understood as (HI [0, 21T»)2. Referring to the single electron 
formalism we define the local particle number operators by 

NAx := L 2btxb"", xda,b}, (3.1 ) 
keAx 

and the local gauge automorphisms by 

as(A): = exp(i ~ 9 x NAX ~ exp( - i~ 9 x NAx )' 

(3.2) 

if Ae.sf A' Being compatible with the injections of .sf A into 
.sf A" A C A', Eq. (3.2) gives rise to a C *-dynamical system 
in d, if9 varies in H2, 

In order to have a particle interpretation for the coupled 
model one has to require that h A be invariant under as, if 
9 a = 9 b ; the possibility of particle transfer demands that 
hA not be gauge invariant, if 9 0 =f:. 9 b • For the unitary im­
plementation one has to use, therefore, the uncoupled equi­
librium state and to define W~AOp: = as (A )Op, Ae.sf. 
The extension of this transformation to a unitary operator, 
denoted by the same symbol, reflects special properties of the 
representation and implements the extended gauge auto­
morphisms ag eAut (JlP) , 

Let us denote by JI~ cJlg the *-algebra of all polyno­
mials in s~·), b k!), k taken from a finite set Ax, xe{a, b} 
(and in the *-conjugate quantities). For Me JI~n JI~ the 
generatorsN~,xe{a, b}, of{W~; geH2} are shown7 to act 
as 

N~MOp = [NAX' M lOp + o';-(M)O(:l' (3.3) 

Here 0';- designates the antisymmetric *-derivation 

0';-: JI~ -+JlP, (3.4a) 

given by 

o';-(M): = fIB 1TP{j(~.-!!.-A {j) d{}. 
I d{}x 

(3.4b) 

The explicit form of Sx (2.23) shows that 0';- leaves JI~ in 
fact invariant. Restricted to JI~n JI~ the operator 0';- is 
closable with the closure domain consisting of all Me JI~ 
with absolutely continuous functions {} --+ A {j e d A having 
essentially bounded derivatives. On JI~ the *-derivation 0';­
is, however, not closable,? and the corresponding classical 
part of N ~ is not essentially self-adjoint on 
{MOp; MeJl~}. From (3.3) and (3.4) one derives that 
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the condensed pair states ~o.p, neZ, are counted with the 
number2n. 

Since elements in JlP act as left multiplication opera­
tors on vectors Mo.p, Me JlP, it is clear that in (3.3) not 
even the normal part, and, even more, not the classical part, 
is affiliated with JlP. Nevertheless, N ~ and N ~ are physical­
ly the most important observables since their time depen­
dence determines the current between a and b. 

We face here the problem of how to extend the dynamic 
theory beyond the von Neumann algebra JlP, in a way that 
still admits a kind of local approximation. In our opinion, 
the latter requirement is indispensable since the quantum 
mechanics of infinite systems obtain its meaning and justifi­
cation by the approximating traditional quantum mechani­
cal descriptions. The kind of approximation that seems suit­
able for external symmetry generators follows from the 
observation that, for Aed A' 

N~Ao.p = (NAx - j(NAx ))Ao.p. (3.5) 

In fact, Eq. (3.3) leads to 

N~Ao.p =NAxAo.p -ANAxo.p. 

In order to treat the last term, we choose an arbitrary 
B8.JA d A' Without any restriction in generality we may as­
sume that A and B are both in d A' We calculate 

(Bo.P,tST(~ -1I2)o.p) 
(2.22) 

= tr ~ {~B *tST(~ -112)} 

(2.17)(3.4b) 2 f a 
= - -- tr {B *pQ 112}d{} = a 

i a{}x A A • 

Since UA d Ao.P is dense in Kp we conclude 

tST(~ - II2)o.p = O. 

From c4x (~ ) = ~ we get 
(3.3) 

NP-fJ -1120. - a - [N -fJ -112]0. xfFA p - - Ax'fFA p' 

This gives 

A~ 112 N AX~ - I12o.p = AN Axo.p. 

Observing Proposition 2.2 we arrive at 

ANAxo.P =j(NAx)Ao.p, 

which leads to (3.5). Being invariant under the W~, eeR2, 
U A d A o.p is a core for N ~ and we may verify condition IV of 
Ref. 20, Theorem 3.17. This implies 

N ~ = s-resolvent-lim N Ax - j (N Ax ), (3.6) 

demonstrating that the macroscopic features are not locally 
anticipated. From the mentioned theorem in 20 we obtain 
also 

W~ = s -li~ exp[i~ ex (N Ax - j(NAx ) ], (3.7) 

uniformly in e, where we have used the invariance ofo.8 to 
identify the gauge-implementing unitaries. 

The discussion of the limiting dynamics starts with the 
convergence relation, following easily from (2.23) and 
(2.24) for AEd A' 
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s - lim L ~, (A): = s - lim [ H ~, ,A ] 
A' A' 

= [Ht,A] = :L;t(A), (3.8) 

where 

Ht=H~ +hp (3.9) 

and 

H~ = L L (2Exb t,bkx -gx(sxbt, +S~bkx)' 
x keA x 

(3.10) 

Observe that the pure phase components of H ~ coincide 
with (2.11) if one replaces there ~ by Ex' The analog of 
(3.7) is valid in the GNS representations of many states 
defining an antisymmetric *-derivation, which in the present 
case is 

(3.11) 

But only under very restrictive conditions is such a *-deriva­
tion closable to a generator of a W*-automorphism group. 
That these conditions are fulfilled in the representations of 
general eqUilibrium states is demonstrated in Ref. 21. From 
this work or from the results on the physical dynamics of the 
single BeS modef it follows for the uncoupled composed 
system, the GNS representation of which we are using, that 
the commutator with H ~ is closable to a generator LP of a 
W*-automorphism group {r~; teR}. In order to formulate 
detailed results for the coupled dynamics let us introduce the 
notion that anet{P A; Ae.2"}CuA dAis a "density approx­
imation for Pe JI~," if the P A are the same polynomials asP 
but the s~·) arguments are replaced there, respectively, by 
the local density observables m~). 

Theorem 3.1: (i) L;t of (3.8) is a-weakly closable to a 
a-weak generator L ,p of a W*-automorphism group {r;P; 
tER} in JlP. If M is in the domain ~ (L 'p) and if 
{Aa ed Aa; ae I} is an arbitrary net with IIAa II..; 11M II and s­
lima Aa = M, then 

a - w-lim L ~a (Aa ) = a - w-lim L ,p(Aa ) 
a a 

(3.12) 

(ii) JI~ is an invariant core for L ,P, and for 
Pe JI~n JI~ one has 

L'P(P) = [Ht,P] +llatS'T{P) +llbtSt(P). (3.13) 

If {p A; AE.2"} is a density approximation of Pe JI~ then 

s-limL~n(PA) =s-limL'P"(pA ) =L,Pn(p), (3.14) 
A A 

for all neN. Moreover, it holds 

s-lim r;A(pA ) = r;p(p), 
A 

for all teR. 

(3.15 ) 

Proof: (i) From (3.8) follows that the closure L ,P of 
L :! exists and that 

(3.16) 

By a general semigroup argument (cf., e.g., Ref. 3, Theorem 
3.1.33), L ,P is the a-weak generator of the a-weakly contin­
uous group of transformations in JlP, 
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7-;P(M): = i;n (dtn • .. (' dt, 
n =0 Jo Jo 
XAd hp (t,) (···Ad hp (tn )(~(M») ... ), 

( 3.17) 
where here MEvltP, hp(t): =~(hp), and 
Adh(M): = [h,M]. The series in (3.17) converges in norm 
and the time integrals in the /7-weak topology. From this 
explicit expression follows that the r;P are W*-automor­
phisms of JlP . Relation (3.12) is a consequence of the cor­
responding relation for L P on fP (L p) = fP (L ,p) derived 
in Ref. 7. 

(ii) From (3.16) and formula (3.4) of Ref. 70neob­
tains (3.13) if one has verified that the right-hand side is 
defined. The application of o~ to a PE JI~ leads in fact to a 
polynomial of the same kind. Since also H 'IE JI~, for all 
AEX', the right-hand side of (3.13) is a well-defined element 
of JI~. Explicit evaluation of [ H ~ , P A] gives again a po­
lynomial in the density observables m~~) and in those b k!'l, 
which appear in PA • Thus s-limA L ~ (PA ) exists and must 
then coincide with the /7-weak limit L ,p(P) following from 
(3.12). This leads to (3.14) for n = 1 and by iteration for 
general n. 

In order to obtain (3.15) we use Appendix B of Ref. 9 
where, for the uncoupled dynamics, 

ilL ~ (P A ) II <MC nn!, VAEX', 

and from this the strong operator convergence 
II7~(Pa)---+II7r~(P) has been derived, for all nEN and 
uniformly for the region Itvl < lIC, l<v<n. (The uniform 
convergence in all finite t-intervals will be provided in Ref. 
21.) 

The perturbation series for r; A (P A) looks like (3.17), 
r~ being replaced by ~ and hp (t) by hA (t): = ~(hA)' By 
the norm convergence of the series, uniform in A, the A -limit 
may be interchanged with the summation. The time inte­
grals are taken locally over matrices which have a A-inde­
pendent norm bound. Since for arbitrary tER the iterated 
time integration is finite, we may interchange it with the A 
limit according to the dominated convergence theorem and 
obtain (3.15). 0 

Remark: it seems not possible to modify (3.8) to hold in 
some norm topology (e.g., in the predual JI! or in iJrp ), 

which would permit the application of general semigroup 
arguments and lead directly to the convergence of the finite 
time translations. Relation (3.12), which is crucial for ob­
taining (3.14) and (3.15), has been generally derived23 from 
the boundedness of the vector norm II (H ~ - t:.AH ~ )Opll 
uniformly in A. (In the Appendix of Ref. 23, the Hamilto­
nians used cover the uncoupled case, but the addition of the 
bounded perturbation causes no difficulty.) If the men­
tioned norms would tend to zero for A---+ 00, the preadjoints 
L ~* (acting in JI! ) would converge in the strong resolvent 
sense. If the closely related relation 
limA II(HA - j(HA »)Opll = o would be valid [cf. (2.41) and 
(2.42) ], then one would obtain the strong resolvent conver­
gence of {HA + hA - j(HA ); AEX'} to the renormalized 
Hamiltonian K ,P, cf. below, in close parallel to (3.6). The 
investigations in Ref. 23 indicate that neither the one nor the 
other improvement will be possible, in sharp contrast to the 
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case of the renormalized Hamiltonians in the ground state 
representations. 

In order to find the eigenexcitations of the system we 
construct the representation-dependent, effective Hamilton­
ian. For the uncoupled case, wP is invariant under ~. and 
we may employ the usual procedure, 

KPAOp: =LP(A)Op, AEUA.!'/A' (3.18) 

to introduce by self-adjoint extension the generator (also 
denoted by K p) of a group of unitaries, which implement 
r ~. As for the gauge transformations we obtain in this way 
just the standard implementation of r ~, which belongs to the 
triple (JlP, iJrp, Op) and which leaves invariant the self­
dual, pointed, closed, and convex generating cone 
{.tl(j(M)Op; ME JlP} (cf. e.g., Ref. 3, Chap. 2.5.4). 

In the coupled casew'P is not invariant under r;P*. (It is 
invariant under the reduced, interacting dynamics.) Since in 
general neither of1 is invariant under r;P* we have no natural 
standard implementation of r;p. For the subsequent discus­
sions 

r;P(M) = exp(it(K P + hp»)M exp( - it(K P + hp»), 
(3.19) 

which follows from the perturbation series (3.17), seems to 
be a suitable unitary implementation. Thus we declare 

K'P:=KP+hp (3.20) 

as the effective Hamiltonian for the interacting dynamics. 
For PE JI~n JI~ we obtain 

K 'Pffip = [H t, P ] Op 

+ (f.laN~ + f.lbN~ + hp ) POp , (3.21) 

where Ht is (3.10) with Ex replaced by ~,xE{a, b}, and 
where (3.13) and (3.3) have been used. 

In order to diagonalize K p we follow the method of Ref. 
8 for the single superconductor and introduce for every 
xe{a, b}, and -ffxE[O, 217') a Bogoliubov-Valatin transfor­
mation as a C *-automorphism of .!'/~, which transforms bkx 
into the quasiparticle operators q'l:::E.!'/ ~. The decisive step is 
to introduce also the quasiparticle operators in JlP: 

qka:= f"1TPt1 (qf:®lb)d-ff (3.22) 

and qkb (defined analogously). With the constants in the 
Bogoliubov-Valatin transformation chosen in a suitable 
manner the various quasi-particle operators diagonalize 
Htx, p'fu as well as Ht,~, respectively, with always the 
same eigenvalues. This gives also for the composed system 

(Opt1,1Tpt1(P(qf;»)Opt1) = (Op,P(qkx )Op), (3.23) 

where P(qf;) is to symbolize a polynomial in qf; and the *­
conjugate quantities, where k and x vary. Thus, the prescrip­
tion 

qf;---+qkx' xe{a,b}, kE%x, 

is extensible to a W*-isomorphism 

(3.24 ) 

JlPt1---+JI: (3.25) 

by unitary implementation, whereJl: denotes the von Neu­
mann algebra in iJrp , which is generated by the qkx' 
xe{a, b}, kE%x. Denoting 
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~:= ffPnp , ~:= 1~np, 

one finds 

Kp=~®~, 

(3.26) 

(3.27) 

where we have used (3.23) and the integral decomposition 
(2.12) to derive a natural unitary equivalence between Kp 
and ~ ®~, which gives rise to the identification. 

By means of an analogous identification we infer from 
(2.14 ) 

1 P = ffP®1~. (3.28) 

The combination of (3.20) and (3.21) makes explicit the 
form of K P in terms of H t and demonstrates that the con­
densed and quasiparticle excitations nxs~nkqr."neqexnp 
are eigenstates of this operator. By means of the inverse Bo­
goliubov-Valatin transformation, hp may be expressed as a 
polynomial in the s~·), ql!). If we make the assumption that 
during the tunneling the status of a pair to be condensed or 
normal is not altered we are led to the decomposition 

hp=hp+hTI, (3.29) 

with h peffP and h TIe 1~. This assumption is strongly sup­
ported by the fact that the averaging process (2.23) per­
formed with quasipair operators gives zero: a direct conden­
sation of quasiparticles is not possible. 

Theorem 3.2: Under the assumption (3.29) the coupled 
dynamics decomposes according to 

(3.30) 

where 

r ~s = a'tP-at'P-bt) I 9"11 ( 3.31 ) 

and r;{3qe Aut 1~. The spectrum of the reduced form of r;{3q 
contains always the reduced quasiparticle spectrum. 

Proof (i) According to Ref. 8, Theorem 5, the uncou-
pled Hamiltonian, applied on vectors in 
1~np C~ ®~, has the form 

= ~Jlx8} + ~2(Ex +Jlx)[,fqr."qkx •... ]. 

(3.32) 

whereEx = (~ + g;a>;) 1/2. By virtue of (3.20) and (3.29) 
we have on the same domain 

(3.33) 

The problem of forming the self-adjoint extensions separate­
ly is only nontrivial for the uncoupled parts. But for the 
differential operators 8} on ~ and the number operators 
on ~ they are known to exist. Since K ~ and K ~ are defined 
on invariant domains in ~ and~. respectively. the self­
adjoint extensions are unique and generate unique unitary 
groups, which in tum implement the mentioned automor­
phism groups. Since h peffP it drops out from the imple­
menting expression for r ~s. 

(ii) Let us denote the restriction of wP to 1~ by ~. 
Since ~~ is W ·-isomorphic to ~IM it contains in some way 
d~ ® d~. By the associativity of the C·-tensor product (cf. 
Ref. 12) we may interpret d~ ® d~ as a single Glimm alge-
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bra in the sense of Ref. 14 and ~ as a permutation-invariant 
product state thereon. which still is faithful. Now we can 
take over the reasoning of Ref. 14. 8.15.12, and conclude that 
the invariant algebra of the modular automorphism group of 
~ is a factor. Up to a time-scale transformation the reduced 
uncoupled dynamics {1""f1; teR} constitutes this modular au­
tomorphism group. Its spectrum is. therefore. the Connes 
invariant for ~~. Since the reduced coupled dynamics is­
up to the same time-scale factor-the modular dynamics of 
the faithful normal state a>;P on 1~ it contains the quasipar­
ticle spectrum as a spectral part. 0 

IV. EXTERIOR DYNAMICS AND CURRENT 

In order to define the particle current J"p (t) at the tem­
perature (3 from a to b as usual by the time derivative of 
N ~ (t), we first have to formulate an appropriate dynamics 
for the latter quantity. Since there is no direct relationship to 
r;P we look for a natural time dependence for the local ap­
proximation (3.6). The partj(NAa)e ~p, plays the role of 
an operator-valued renormalization term and should. there­
fore. be kept time independent. whereas the first is an ele­
ment of d A and has the time variation r;A(NAa ). One may 
now perform first the thermodynamic limit and then the 
differentiation to the time. or first calculate 

dr,A(N ) 
J';.., (t): = t Aa (4.1) 

dt 

and then do the thermodynamic limit. 
Theorem 4.1: The following two families of limits exist: 

s-resolvent-limr;A(NAa ) -j(NAa) = :N~(t), (4.2) 
A 

where for all teR the unbounded self-adjoint operators 
N ~ (t) have the same domain as N ~ and N ~ (t) - N ~ e ~p; 

s-limJ';.., (t) = :J"p(t). (4.3) 
A 

where J"p (t)e ~P for all teR. Furthermore it holds for all 
teR 

and 

dNP(t) 
Ja (t) = a 

P dt 

on the domain!P (N~). 

(4.4) 

(4.5) 

Proof; (i) Since the commutators of bkx and mAx with 
NAa are either zero or minus times the original quantity, 
J';.., (0) = [ih M N Aa] is a density approximation (cf. 
Theorem 3.1) for a polynomial in ~~n 1~. Thus 

s-lim J';.., (t) = s-lim r;A(J';.., (0») 
A A 

= r;P(J"p(O») =J"p(t), 

by virtue of (3.15). This gives (4.3) and (4.4). 
(ii) The local relation 

f J';.., (t')dt' = r;A(NAa) - N Aa 

is obtained by integrating (4.1) and takes place in the finite-
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dimensional algebra .!i!I A' In view of (i) and the dominated 
convergence theorem the left-hand side converges in the 
strong operator topology of K{J' In the strong resolvent 
sense one has then 

lim 1";A(NAa ) - j(NAa ) = f' J p (t ')dt' + N~, 
A Jo 

where (3.6) has been observed. Since the right-hand side is 
defined on ~ (N~), the left-hand side is also, and gives, by 
definition. N~ (t) for all t. On this domain one can then also 
differentiate. Thus we have demonstrated (4.2) and (4.5). 

o 
Among the classical observables of the separated super­

conductors the macroscopic phase operators 

~:(i/2)log(sx/wx)' xe{a, b}, (4.6) 

are especially important. (We assume now /l> /lea' /leb') If 
the splitting of the interaction (3.28) is valid then the macro­
scopic phases have the time dependence 

~(t) = 1";{J(~) = ~ +/Lxt 1, (4.7) 

by virtue of Theorem 3.2. We realize that this simple time 
behavior, which is usually motivated mostly by heuristic ar­
guments. is exact under quite general circumstances. It is a 
logical prerequisite for the formulation of the Josephson re­
lation. More precisely one obtains in this situation the fol­
lowing relations for the current. 

Theorem 4.2: If the interaction splits according to 
(3.29), then the current decomposes as 

(4.8) 

into a condensed part in .!r{J and a quasiparticle part in J(~, 
where 

(4.9) 

Written as a function of the macroscopic phases the con­
densed current depends on time via the relation (4.7), and 
its part due to the dominant interaction (2.34) has the exact 
form 

J ps (t) = 4gswawb sin(2~ (t). - 2~ (t») (4.10) 

and may also be obtained by the extended Heisenberg equa­
tion 

(4.11 ) 

Proof (i) Under the splitting assumption (3.29) we 
have 

(*) 

where h ~ and h ~ are the density approximations of h p and 
h'/J and the gauge invariance of H A has been employed. Since 
the density approximations mAx and qk,Ax of Sx and qkx sa­
tisfy, due to their correct gauge behavior, 

[mAa, N Aa ] = 2mAa , [mAb' N Aa ] = 0, 

[qk,Aa, NAa ] = 2qkAa' [qkAb' N Aa ] = 0, 

the two parts in the local commutators (*) converge to ele­
ments in .!r{J and J(~, respectively. For the dominant con-
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densed part, one obtains from (2.6), (2.23), and (4.6), 

Jp(O) =4gswawb sin(2~ -2~). 

From (4.4) and (3.30), together with (4.7), follows the as­
serted time behavior for both parts of the current. 

(ii) In evaluating the right-hand side of (4.11) we arrive 
at 

[igs (s: (t)Sb (t) + Sa (t)s:(t) ),8~ ], 

which leads directly to ( 4.1 0), since the differentiation to ~ 
contained in 8~ is the same as to ~ (t). 0 

V. CONCLUSIONS 

The model for two weakly coupled superconductors 
treated above is simple enough to allow for a deductive step­
by-step construction by means of operator algebraic tech­
niques, where, besides the thermodynamic limit, no further 
approximation is required. Since on the other hand the mod­
el exhibits a kind of quantum condensation that is related to 
observable phenomena, it provides a valuable opportunity 
for a detailed analysis of the theoretical origin of these 
unique effects. Here we shall draw some first conclusions on 
the relationship of macroscopic quantum phenomena to a 
many-body theory and on the peculiarities of weak coupling 
models, deferring the comparison with more complex mod­
els of the literature to forthcoming treatments. 

By virtue of previous investigations 7-9 we are able to 
give here the existence and explicit form of the limiting 
Gibbs state for a natural class of weak coupling interactions 
between two quasispin BCS models. This contrasts our in­
vestigation from the outset with all conventional Greens' 
functions formalisms, where spontaneous symmetry break­
down is treated either by self-consistency equations for the 
anomalous expectations or by a thermodynamic limit in the 
presence of an external field. Both methods refer thus to the 
asymmetric pure phase states. Our closed gauge invariant 
model, however, displays spontaneous symmetry break­
down at low temperatures by the nontriviality of the central 
decomposition of the limiting Gibbs states. The first impor­
tant consequence of the coupling to be weak is the identical 
parametrization of the coupled (2.25) and uncoupled (2.8) 
central decompositions by means of two macroscopic gauge 
angles. That means that the same macroscopic observable 
values identify the pure phase states in spite of their com­
pletely different properties as quantum distributions by vir­
tue of the presence or absence of quasiparticle exchange. The 
onset of the condensed Cooper pair exchange alters the prob­
ability distribution for the pure phases itself from the equi­
partition to a weighted one, where the leading tunneling 
term produces the Josephson cosine potential in the expo­
nent of this weight (2.35). In contradistinction to the usual 
reasoning this potential does not show up in the specific free 
energy (being averaged out) and does not playa role in the 
reconstructed electron field dynamics in Sec. III (being as­
sociated with a central observable). 

A further and related consequence of the weakness of 
the coupling is the unitary equivalence of the GNS represen­
tations corresponding to the coupled and uncoupled equilib­
rium states. The quasilocal electron pair algebra.!i!l of (2.3) 
may thus be represented in a Hilbert space K{J' which con-
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tains the uncoupled limiting Gibbs state as a cyclic vector 
fip. The representation-dependent weak closure vl(P of 
11' p ( .s;{) represents the canonical extension of the electron 
algebra appropriate for thermodynamic equilibrium. Any 
observable, which is locally approximable by electron obser­
vables in the weak operator topology of ,7f' p, is contained in 
vl(p. The center!IP of vl(P is spanned by the (measurable, 
essentially bounded) functions of the condensed pair field 
operators Sa and Sb [(2.23)] or, equivalently, by the func­
tions of the macroscopic phase operators ~ and ~ 
[(4.6)]. The concept of the GNS representation provides 
thus a distinguished set of observables (vI(p) and especially 
of macroscopic classical observables (!IP). States that can 
be discriminated by the values of a central observable are 
macroscopically different. This is the way in which a micro­
scopic theory determines its macroscopic classical super­
structure by itself. 

In order to obtain also the macroscopic quantum me­
chanical superstructure one has to consider the generators of 
the spontaneously broken symmetries. Due to the separately 
gauge-invariant, uncoupled, cyclic state vector fip the gauge 
transformations for the separate subsystems may be unitari­
ly implemented and give the unitary operators W~, geR2 
[before (3.3)]. Their self-adjoint generatorsN~/b count the 
particles in the different subsystems and are, therefore, of 
fundamental physical importance. They are, however, not 
affiliated with vl(P and may have properties, which are com­
pletely foreign to Fock space number operators. To analyze 
their structure we have developed two mathematical tech­
niques, which use both certain sub-von Neumann algebras 
vI(~ Cvl(P (2.16) in which the central observables are com­
bined with the "local" ones of 11' P (.s;{ A ), A a finite set of 
electron momenta. Applied to local perturbations of fip the 
N~/b count only normal electron pairs and pairs of normal 
holes, whereas on collective perturbations effectuated by ele­
ments from vI(~ the condensed Cooper pairs and condensed 
holes are taken into account by means of differential opera­
tors to the macroscopic phase angles [(3.3) and (3.4)]. As 
demonstrated in Refs. 7 and 23 these differential expressions 
arise by a unique mathematical closure construction and are, 
therefore, also determined by the microscopic theory. Since, 
as already mentioned above, they are not sensitive to local 
perturbations [from a subalgebra 11' p (.s;{ A ) C vl(P ] they be­
long also to the purely macroscopic aspects of the model 
theory. Neither are they, however, affiliated with commu­
tant vl(P' of vl(P, but they give rise to the canonical commu­
tation relations between the N'!vb and ~/b' respectively. 
And this is exactly the point, where macroscopic quantum 
theory has its theoretical origin. Of direct experimental rel­
evance is, of course, only the canonical pair of difference 
observables (Na - Nb )/2 and ~ -~. Their mutual in­
compatibility signifies the principal incompatibility between 
a sharp difference number of condensed Cooper pairs and a 
precise value of the macroscopic phase difference, the latter 
corresponding to a sharp value of the tunneling super cur­
rent [cf. (4.10)]: the junction is either open or closed for the 
supercurrent flow. As will be pointed out in forthcoming 
investigations, this macroscopic incompatibility is related to 
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macroscopic quantum coherence, to the quantum nature of 
flux tunneling, and to the commutation relations of quantum 
electrodynamic circuit theory. 24 

In the present investigation we have concentrated on the 
careful microscopic foundation of the dynamical equations 
for the closed system of the weakly coupled superconduc­
tors. Since for the bulk properties of superconductors only 
long-range interacting models (in momentum space) are 
available the construction of the limiting Heisenberg dy­
namics for the usual (locally approximable) electron obser­
vables is already a highly delicate task. In Sec. III the limit­
ing dynamics is realized as a W*-automorphism group in 
vl(B, which gives, besides other things, the rigorous justifica­
tion for the macroscopic phase angle dynamics without any 
dressing from the weak interaction (4.7) and for the exten­
sion of the two-fluid picture to this composite system (3.30). 

The technically completely new step is the construction 
ofthe dynamics for the exterior generators N~/b in Sec. IV. 
Here we use for the second time the sub-von Neumann alge­
bras vI(~ and show that they reduce the modular quantities 
of the Tomita-Takesaki theory (Proposition 2.2). By means 
of the corresponding modular involutions every local Fock 
number operator obtains a canonical operator-valued sub­
traction term in vl(P' such that the combined expressions 
converge to N ~/b (in the strong resolvent sense of ,7f' p) and 
constitute, so to speak, a pseudolocal approximation of the 
latter. Applying the local weak coupling dynamics only to 
the local Fock parts one obtains in the thermodynamic limit 
a well-behaved time dependence for N ~/b. 

The inner and exterior limiting dynamics provide us 
with microscopically derived relations between the time-de­
pendent particle number, current, and phase operators. Ob­
serving that quasiparticle pairs do not condense, the current 
decomposes into a normal and a condensed part. The expec­
tation values of the supercurrent and the phase operators in 
the pure phase states reproduce the usual Josephson rela­
tions. The operator expressions for themselves provide, how­
ever, a much more detailed picture. Those operators which 
commute with all local elements of the electron algebra con­
stitute the purely macroscopic part of the model and are 
divided into macroscopic classical and macroscopic quan­
tum observables if they are affiliated with the center !IP or 
are incompatible with some central elements, respectively. 
In this terminology the phase and supercurrent operators 
are macroscopic classical and those parts of the number op­
erators that count condensed Cooper pairs are macroscopic 
quantum mechanical. 

The prerequisites for the Josephson effect are quantum 
condensation, which makes the macroscopic part nontrivial, 
and weak coupling, which leaves the macroscopic classical 
part of the original superconductors unchanged but which is 
strong enough to give a tunneling supercurrent. The Joseph­
son cosine potential has (beside its statistical role) a dynam­
ic effect only on the macroscopic quantum part [cf. (4.11) ]. 
That the latter effect may be formulated in a single GNS 
representation is also due to the weakness of the coupling. If 
the effective, temperature-dependent coupling poential in­
creases, as in the low-temperature limit, also the classical 
macroscopic structure will become homogeneous in equilib-
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rium, as is indicated by the equality of the macroscopic phase 
values [cf. the reasoning after (2.36) ]. From our discussion 
it is unlikely, that there is a potential which leads to a Joseph­
son effect both for finite and zero temperatures. 

The most important conclusion of the present model 
investigation is the principal possibility to reduce all macro­
scopic classical and quantum mechanical notions to canoni­
cally described limits of traditional quantum mechanical 
concepts. 
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The critical values of coupling for the Bassichis-Foldy model are explained. For a finite number of 
bosons N they are associated with changes in the bounded above and below properties of the 
Hamiltonian. Exact N ~ 00 spectral properties are obtained using continued fractions and a 
duality in terms of competing Bogoliubov-type limits is exhibited. The critical coupling limits are 
then associated with transitions from either a discrete to a continuous spectrum or from one 
Bogoliubov-type limit to another. 

I. INTRODUCTION 

The Bassichis-Foldy (BF) modeP was introduced in 
1964 in order to test the validity of the Bogoliubov c-number 
approximation.2 The basic BF model of Nbosons was shown 
to yield low-energy eigenvalues that approached the stan­
dard Bogoliubov approximation as N ~ 00 for a certain 
range of two-body interactions. However, for a range of in­
teraction of a modified BF model there was lack of agree­
ment and indications of a transition to a different (incorrect­
ly given) Bogoliubov-type limit. 

The basic model was later used to rederive the standard 
Bogoliubov limit using group theory methods.3 These meth­
ods suggested (but did not prove) the existence of a contin­
uous spectrum limit for a certain range of coupling. 

More recently4 the model was used to examine an alge­
braic approach to a 1/ N expansion. Extensive numerical cal­
culations indicated certain critical values of coupling and an 
interesting duality between attraction and repulsion. Cor­
rect Bogoliubov-type limits were rederived for a range of 
couplings but what happens for other ranges of coupling was 
left open for speculation and interpretation. 

From the above works there emerges no clear consensus 
regarding the precise role of the Bogoliubov-type limits and 
the critical couplings or the existence of continuous spec­
trum limits and/or phase transitions. 

In the present paper we reexamine the BF model for an 
entire range of two-body interactions both for finite N and 
N ~ 00. The critical values of coupling are explained. For 
finite N they are associated with changes in the bounded 
above and below properties of the Hamiltonian. Exact 
N ~ 00 spectral properties are obtained using continued 
fractions and a duality in terms of competing Bogoliubov­
type limits is exhibited. For N ~ 00 the critical values of 
coupling are then associated with either transitions from a 
discrete to a continuous spectrum or a transition from one 
Bogoliubov-type limit to another. It is the latter that may be 
regarded as a true phase transition. 

The basic model is introduced in Sec. II and finite N 
bounds derived in Sec. III. Exact N ~ 00 limits are obtained 
in Sec. IV for the basic model and in Sec. V for the modified 
model. The results hinge on the convergence properties of 
some simple continued fractions for which some relevant 
formulas are given in Appendices A and B. 

II. BASIC BF MODEL 1 

In the absence of interactions, the model consists of 
three types ofbosons having creation and annihilation oper­
ators denoted by a*, a, a~ , a+, a!. , a_, with the first pair 
associated with a zero-energy state and the latter two pairs 
associated with degenerate excited states of unit energy. 

The interacting Hamiltonian of the basic model is given 
by 

H=a· a +a· a +g[a*a(a· a +a· a ) ++ -- ++--

(1) 

where 

N=a*a+a~a++a!.o_ (2) 

is a constant of motion. The Hilbert space is given by 

K = closed span + - . { 
o.".o .... a*"'IO) } 00 

~nl!n2!n3! 11,=0 

One also has 

A = a~ a+ - a!. a_, 

a constant of motion, and the invariant subspaces 

K N,I>. = span { IN,A,n) }~~ '01>.)/2, 

where 

IN,A,n) = 0·N-A-2"a~"+"a~ 10) 

~ (N - A - 2n)!~ (n + A)!{ijf 
(3) 

For simplicity we restrict attention to the subspace 
K N,O so that the eigenvalue equation Hf/J = Ef/J is then uni­
tarily equivalent to a (N /2 + I) X (N /2 + I) tridiagonal 
matrix eigenvalue problem with 

NI2 

r/J = r Cn /N,O,n) , (4) 
n=O 

(5) 

(

ao 

UHU'~ : (6) 
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an =2n[l+g(N-2n)], (7) 

bn =gn[(N - 2n + 2)(N - 2n + 1)]1/2, (8) 

and U a unitary map from .7t" N.O to eN 12 + I. 

For g¥=O the eigenvalues of H can then be identified 
with the poles of the finite fraction 

(N,O,OI (E - H) -IIN,O,O) 

=----------- (9) 
b 2 

E - ao _ ---~I=-----
b~ 

E-a l -----

E -aN12 

It is this last expression that will be exploited in Sec. IV A to 
obtain N -- 00 spectral properties since, with g = clN and 
N -- 00, (9) becomes a continued fraction with known con­
vergence properties. 

III. FINITE-N BOUNDS 

For finite N, Bassichis and Foldyl and Carr4 either have 
made numerical calculations or resorted to large N approxi­
mations. Here we exploit the exact form of H to obtain exact 
Hamiltonian bounds. 

Let A = a*a_ + aa~ and n = a~ a+ = a!. a_. Then 
( I) can be expressed as 

H= 2n -g(N - n) +gA *A. (10) 

This yields the inequalities 

H>2n -g(N - n), g>O, 

H<.2n - g(N - n), g<.O, 

and hence (noting that O<.n<.N 12) the bounds 

H> -gN, g>O, 

H<N( 1 - gI2), - 2<.g<0. 

With B = a*a_ - aa~ one can reexpress H as 

H= 2n +g[4n(N - 2n) +N - n] -gB*B. 

This now yields the inequalities 

H> - 8gn2 + (2 + 4gN - g)n + gN, g<O, 

H< - 8gn2 + (2 + 4gN - g)n + gN, g>O, 

(11 ) 

(12) 

(13) 

and hence (by completing the square of the quadratic in n or 
m = N 12 - n, respectively) the bounds 

H>gN, - 2I(4N - 1)<g<O, (14a) 

H>gN + (4gN + 2 - g)2/32g, g< - 2/( 4N - 1), 

(14b) 

H<N(1 +gI2), 0<g<2/(4N + 1), (15a) 

H<N(1 +gI2) + (4gN - 2 +g)2/32g, g>2/(4N + 1). 
(I5b) 

From (14a), (14b), (15a), and (15b), one sees that 
g = ± 21 (4N ± 1) are critical values of coupling where the 
derived bounded above and below properties of H undergo a 
transition. This transition is supported by numerical calcula-

1094 J. Math. Phys., Vol. 27, No.4, April 1986 

tions with the above bounds surprisingly tight. 4 In terms of 
c = gN and N -- 00 the critical values correspond to 
c = ± l' These critical value limits are interpreted in terms 
of Bogoliubov limits in the next section. 

IV. BOGOLIUBOV LIMITS 

Boboliubov limits are traditionally obtained from an ad 
hoc replacement of certain operators by c-numbers. I In Ref. 
4 the approach is different, with 11 N projections and rota­
tions exploited. Here we note that the approach to the Bogo­
liubov limit may be expressed rigorously in terms of general­
ized strong operator (resolvent) convergence. For our 
present purposes it suffices to consider only two different 
matrix elements. 

A. Standard Bogolluboy 

Let g = cl N and consider the weak coupling limit 
N -- 00 of (9). One obtains the infinite continued fraction 
representation 

lim (N,O,OI(E-H)-IIN,O,O) =f(E,c), 
N_ 00 

where 

f(E,c) =-------­Pr 
E-a ------

o 13 2 

E-al-~' 

an = lim an = 2n(1 + c), 
N_ 00 

Pn = lim bn = nco 
N_oo 

(16) 

(17) 

(18) 

This continued fraction can be exactly "summed" to yield 
(see Appendix A) 

f(E,c) = _ rex - E 12~) 
2~1 + 2cr(x - E12~1 + 2c + 1) 

X~l(1,I;x - E 12~1 + 2c + 1;X), (19) 

withx=(I-(l+c)/~I+2c)/2, 1+2c>0. Since 2Fl 

(a,b;c;Z)/r(c) is an entire function of c one sees that the 

only E singularities are given by r (x - E 12~ 1 + 2c) singu­

lar. That is, x - E 12~1 + 2c = - n, n = 0,1,00', yields poles 
in the continued fraction giving the N -- 00 eigenvalues 

En = - (1 +c) +~1 +2c(2n + 1), 

n = 0,1'00" c> -!, (20) 

and the expression (see also Ref. 1) 

f(E,c) = (l-X)-I f (- l)n(xl(1-x)t , 
n=O E-2(x+n)~1 +2c 

For the special case c = -! one has (see Ref. 5, Eq. 
92.7) 

E -L"" e-udu 
f( , -!) - 0 E + (l _ u)/2 ' (21) 
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and hence a continuous spectrum [ - ~,oo ). 
For c < -!, 1m E = ° is a singular boundary and one 

obtains 

[(E,C)=f
co 

u(u,c)du, ImE=tO, c<-l.., (22) 
-co E-u 2 

with u(u,c) real, positive, and continuous. The complex 
poles (quasiparticles or resonances) 

En = - (1 +c) ±~Il + 2c1(2n + l)i, (20') 

which correspond to (20), now occur on the second sheet in 
E as one continues (from above or below, respectively) 
through the spectral cut on ( - 00, 00 ). In particular (see 
Appendix B), for c = - 1, one has 

[(E, - 1) = (1!2i)[~(3 - iE)/4) - ~(1- iE)/4)] 

co (_1)" 
=2 L ImE>O, 

11=0 E + (2n + l)i ' 
= l.. fco sech(1TU/2)du 1m E =to (23) 

2 -co E-u' , 

where ",(z) = r'(z)/r(z). 
The above N ---. 00 limits may be collectively expressed 

in terms of the standard Bogoliubov Hamiltonian HB ob­

tained from H by replacing a* and a by ..[N. That is, 

lim (N,O,OI (E - H)-IIN,O,O) 
N-co 

where 

HB = a~ a+ + a!. a_ 

+ c(a~ a+ + a!. a_ + a~ a!. + a+a_) (24) 

acts in the Hilbert space 

{ 
." ."'0) } co JY

B 
= closed span a + a -, B 

n. 11=0 

and has spectrum 

u(H
B

) = n - 0,1, ... , c> - ~, 

{ 

- (1 + c) _+ ~1 + 2c(2n + 1), 

[ - ~, 00 ), c = - ~ , 
(-00,00), c<-~. 

B. Inverted Bogollubov 

In (4) the basis vectors were ordered with respect to n. 
If instead one orders them with respect to m = N /2 - n and 
renormalizes the Hamiltonian by subtracting N, one obtains 
an equivalent tridiagonal matrix eigenvalue problem 

V(H - N) V·V", = E'V"" 

with 
NI2 

'" = L c:" IN,O,(N - 2m)/2), 
m=o 
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(25) 

(26) 

(27) 

ao 
bj 

b ' I 

V(H -N)V* = • 

o bim 

a:" = 2m[ (N - 2m)g - 1], 

° 

b:" =g(N - 2m + 2)[ (2m - 1)(2m) j1/1/2, 

(28) 

(29) 

(30) 

where, of course, c:" =CN11 - m , a:" =aN11 _ m -N, b:" 
= bN12 _ m + I' andE' = E - N. 

From this inverted viewpoint the eigenvalues of H - N 
are the E' poles of the finite fraction 

(N,O,N /21(E' -H +N)-IIN,O,N /2) 

=-------- (31) 
b jl 

E' - ao - --.:;....-

E' -aN12 
Withg = c/N theN ---. 00 limit of (31) becomes the contin­
ued fraction 

1 
F(E',c) =----~---­

f3 jl 
E' - ao - ----=---

, , /3 i2 

E -al-~' 

with 

a:" = lim a:" = 2m(c - 1), 
N-co 

/3:" = lim b:" =c[(2m -1)(2m)j1/1/2. 
N-co 

(32) 

(33) 

(34) 

This may also be "summed" exactly to obtain (see Appendix 
A) 

FeE',c) = r(x + E'/-Jf=2C)/2) 

2~1 - 2cr«x + E'/~1 - 2c)/2 + 1) 

X~I(I,1!2;(x+E'/~I-2c)/2+ 1;X), (35) 

with x = (1 + (c - 1)/~1- 2c)/2, 1 - 2c>0. The limit­
ing eigenvalues are thus given by the condition x + E' / 
~1 - 2c = - 2m, m = 0,1, ... , yielding theN ---. 00 eigenval­
ues (see also Ref. 4) 

E:" = (1- c)/2 - ~1 - 2c(2m + ~), 
m=O,I, ... , c<~. (36) 

For the special case c = ! one has [Ref. 6, Eq. (92.7)] 

( , 1) 1 (CO e-"u-1/1du 
FE'T = {iT Jo E' - ! + u/2 ' 

E'El( - oo,!], (37) 

while for c > ~ one obtains 

F(E',c) = I_CO _ 7'(u,c)du I E' 0 _ E' _ u' m =t, c >~, 

with 7' real, positive, and continuous. 
These inverted Bogoliubov limits may also be summar­

ized according to 
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lim (N,O,N 121 (E I - H + N) -IIN,O,N 12) 
N---+ ao 

= D' (01 (E ' - H D,) -IIO)D" 

where 

H D, = a*a(c - I) + c(a*2 + a2)/2 

acts in the Hilbert space 

K D' = closed span { 
a*2mIO)D' } ao 

~ (2m)! m =0 

and has spectrum 

u(H
D
,) = m=O,I, ... , c<!, 

{

(I -c)/2 - ~I- 2c(2m + p, 

( - ood], c =!, 
(-00,00), c>!. 

(38) 

Conclusion: For N ---+ 00 the basic BF Hamiltonian can 
be associated, through resolvent convergence, with two Bo­
goliubov-type limits each acting in a different Hilbert space. 
For -! < c <! one has discrete spectrum limits with the 
low-energy BF spectrum dominated by the standard Bogo­
liubov limitl and the high-energy BF spectrum dominated 
by the inverted Bogoliubov limit.4 For the other ranges of 
coupling (c< -! and c>!) one of these Bogoliubov-type 
limits has a continuous spectrum. 

V. MODIFIED MODEL 

The modified BF modep.4·6 takes into account the addi­
'tional two-body interaction a~ a +a~ a _ with a modified 
Hamiltonian 

Hh =H + ha~ a+a~ a_, (39) 

where h is a new independent coupling parameter. 

From (10) one obtains 

H h>hn2 + (2 +g)n -gN, g>O, 

Hh <.hn2 + (2 + g)n - gN, g<.O, 

and hence the modified bounds 

Hh>-gN, g>O, h>-(4+2g)IN, (40a) 

Hh>N(1-g/2) +hN2/4, 

g>O, h<. - (4 + 2g)IN, (40b) 

Hh <.N(1 - g/2) + hN2/4, 

- 2<.g<.0, h> - (2 + g)/N, (4Ia) 

Hh <. - gN - (2 + g)2/4h, 

- 2<.g<.0, h<. - (2 + g)/N. (4Ib) 

These bounds thus undergo a transition at the critical values 
h = - (4 + 2g)/N (for g>O) and h = - (2 +g)/N (for 
- 2 <.g<.O) . With c = gN and d = hN and N ---+ 00 this sug­

gests the existence of critical weak coupling limits given by 
d = - 4, c> ° and d = - 2, c < ° associated with the low­
and high-energy modified BF spectrums, respectively. The 
existence of these critical value limits is substantiated by the 
results of Ref. 4 and the inverted Bogoliubov limit for the 
modified BF model derived below. 

With the modified BF model the standard Bogoliubov 
limit results of Sec. IV A remain unchanged. The inverted 
Bogoliubov limit is, however, completely altered. 

One now has 

lim (N,O,N 121(E ' -Hh +N(1 + hN /4»)-IIN,0,N 12) 
N---+ 00 

=F(E',c,d), (42) 

with 

I 
F(E',c,d) = -----------::----------­

c2(1 )(1) E I _________ ---'-_ .... ~ __ ..,._-----

(43) 

c2 (2) q) 
E'-2(c-I-d/2) ---------­

E ' -4(c-I-d/2)- ... , 

andE ' =E-N(1 +dI4). 
From Appendix A, one obtains, for (I - c + d I 

2)2>C2, 

F(E',c,d) = ± r(y) 
2~(1 - c + d 12)2 - c2r(1 + y) 

x 2F l (l,p + y;x), 

y = (x ± E'/~(l - c + d 12)2 - c2)/2, (44) 

x = (I ± (c - 1- d /2)/~( 1- c + d /2)z - cZ)l2, 

with the upper sign for c - I - d 12 < ° and the lower sign 
for c - I - d /2 > 0. This yields the eigenvalue condition 
Y = - m, m = 0, I, ... , and hence the eigenvalues 

E:" = - (c-I-d/2)/2 

+~(l- c + d /2)2 - ?(2m + !). (45) 

[Note that for d = - 4 one has Eo = EoI2, where Eo is the 
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j 
standard Bogoliubov lowest-energy eigenvalue given by 
(20).] 

Thus one has an inverted spectrum limit which is dis­
crete for (1 - c + d 12) 2> c2 and bounded below (above) 
for c - I - d 12> ° « 0) and which is continuous for 
(I - c + d /2)2<.C2, c#O. The critical values for the transi­
tion from a discrete to a continuous spectrum are given by 
d = - 2, c#O and c = (2 + d)/4, d # - 2. 

It is only the critical value limit d T = - 4, c> -~, that 
can be associated with a true phase transition. For this criti­
cal value, numerical calculationsl,4.6 indicate that the modi­
fied BF model has a ground state eigenvalue, which, as 
N ---+ 00, makes a transition from the standard Bogoliubov 
limit to the inverted Bogoliubov limit. 

For finite N the approximate transition value should 
thus be given by equating Eo + (1 + d /4)N and Eo' Since, 
as previously noted, one has Eo = EoI2 at d = - 4, this 
yields the asymptotic expansion 
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TABLE!. ValuesofdT • Column 4 is from Ref. 6withd = - Pc. Column 5 

is the corrected Bogoliubov approximation given by Eq. (46). 

c=gN g N dT(BF) -4+ 2EoIN 

0.20 0.01 20 -4.(X)l 68 -4.00168 
0.64 0.01 64 -4.00406 -4.00406 
1.00 0.01 100 -4.00536 - 4.005 36 
2.00 0.01 200 -4.007 -4.00764 
3.20 0.05 64 -4.0460 -4.04625 
6.40 0.10 64 - 4.114 - 4.11515 

(46) 

This corrects the formula given in Refs. 1 and 6, where 
the inverted Bogoliubov limit is incorrectly given. That is, 
one should approximate Hh by N( 1 + d /4) + Hs', where 

H s' = a*a(e - 1 - d /2) + e(a*2 + a2)/2. (47) 

For an alternative derivation of the correct inverted Bogoliu­
bov limit for the case (1 - e + d /2)2 > e2

, see Ref. 4. 
In Table I some (Ref. 6) finite N transition values are 

listed together with the corrected Bogoliubov approxima­
tion given by (46). Agreement is now seen to be excellent. 
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APPENDIX A: A GENERAL FORMULA 

The continued fractions encountered in previous sec­
tions are all of the form 

a+b+e C.F. = d + ------'----'------
d + e + __ a---'..+_2_b_+;....4c __ _ 

d + 2e + a + 3b + ge 
d+ 3e+ -,_, 

(AI) 

with c#O. Perron7 (p. 488) proves the following conver­
gence formula for the case c,e,e2 + 4c#0 and larg(e2/ 
(e

2 + 4c»1 <1T: 

C.F. =~e2+4c r(y+ 1) 
r(y) 

X ~"(a,/3;y;x) 
2F I(a + 1,/3 + l;y + 1;X) , 

y= [(b+c)/2c](1-e/~e2+4c) +d/~e2+4c, 
(A2) 

x = (1 - e/~e2 + 4c)/2, 

where a, /3 are the roots of e:r - bz + a = 0 and the branch 

of ~e2 + 4c is chosen so that Re(e/~e2 + 4c) > O. 
In Ref. 8, Eq. (A2) is shown to be also valid for the case 

e = 0, c,d # 0, I arg (c/ d 2) I < 1T with the square root branch 
chosen so that Re(d /-JC) > O. 

APPENDIX B: PARTICULAR FORMULAS 

We collect here some representation formulas associat-
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ed with the continued fraction (16) with c = - 1. One has 
(Rogers9

) 

feE, -I) =-----
E------

4 
E----

9 E--;::, 
having a large-E asymptotic expansion 

(B1) 

1 1 5 n E 2n 
feE - 1) -- + - + - + ... + ( - 1) --+ ... 

, E E3 E S E 2n + 1 

(B2) 

(E2n are the Euler numbers Eo = 1, E2 = - 1, E4 = 5, 
E6 = - 61, etc.) and an integral representation 

f(E,-l) = -if"eiEtsechtdt, ImE>O. (B3) 

One also has the convergence formula [see Ref. 5, Eq. 
(94.11), see also Ref. 8] 

feE, - 1) = (1!2i)G(! - iE /2), 1m E>O, (B4) 

where 

G(z) = 1/1( 1 + z)/2) - I/I(z/2) (B5) 

and I/I(z) is the digamma function r'(z)/r(z). 
From (B4) and the expression (see Ref. 10, p. 20) 

G(z) = 2 f ( - 1)n(z + n)-I, 
n=O 

one obtains 

ji(E 1) -2 ~ (-I)" ImE>O. (B6) 
, - - "~O E + (2n + l)i ' 

Finally one can obtain the integral representation 

feE, -1) = ~Joo sech(1Tu12)du, ImE #0. 
2 -00 E-u 

To derive (B7) one may note that (Ref. 10, p. 42) 

E 2n = (-1)n1°O u2n sech(1TU/2)du 

(B7) 

(B8) 

and use the fact that (Bl) is a real J-fraction for a determi­
nant moment problem.s 

An alternative derivation is to use the standard integral 
representation (see Ref. 10, p. 18) 

I/I(z) =lnz---2 , 1 loo sds 
2z 0 (r + :r)(e27TS 

- 1) 

Rez>O, (B9) 

which one can write as 

1 . J.OO( 1 1) I/I(z) =lnz--- lim --. +--. 
2z E---+O+ E t + IZ t - lZ 

X (e2m - 1)-1 dt, Rez>O. 

From this one obtains (with changes of integration variable 
t = s ± i/2 together with a change of contour integration) 
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. ,1 1 +z) 1 z (00 13(e21TS + 1)-1 ds 
"'\-2- = nT+ Jo ;+z2/4 ' 

Rez>O. (BlO) 

From (BS), (B9), and (BlO) one obtains (with v = 13) 

1 loo 2v dv 
G(z) = - + 2 z2 ' Rez>O. 

z 0 (v + )(sinh 1TV) 
(Bll) 

From (B 11) with u = 2v ± i it follows that [just as one 
obtains (BlO) from (B9)] 

G( ~ + ; ) = 100 

(u2 +z2%::h(1TU/2) , 
Rez>O, (B12) 
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which, using (B4), yields (B7) . 
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Thermodynamics and molecular freedom of dimers on plane triangular 
lattices 

Alain J. Phares and Francis J. Wunderlich 
Department of Physics. Villanova University. Villanova. Pennsylvania 19085 

(Received 26 June 1985; accepted for publication 20 November 1985) 

This is an extension of three previous papers dealing with dimers on rectangular lattices (one, 
two, and three dimensions). The technique presented in the first paper in this series continues to 
be fruitful for dimers on plane triangular lattices. Entropy, isothermal compressibility, constant 
pressure heat capacity, and molecular freedom per dimer at close packing are obtained exactly for 
lattices infinite in one direction and finite in the other. Observations made in the third paper of the 
series concerning molecular freedom per dimer at close packing on rectangular lattices are used to 
extrapolate our results to infinite plane triangular lattices. At close packing, the molecular 
freedom per dimer on an infinite plane triangular lattice is calculated to be 2.356527 ... in 
agreement with the value obtained by Nagle. Based on our earlier findings, the value of 
2.356527 ... was used to obtain the analytic fit for the thermodynamic quantities in terms ofthe 
normalized number density. 

I. INTRODUCTION 

Three previous articles, 1-3 referred to as papers I, II, and 
III, respectively, were devoted to the study of dimers on 
rectangular lattices. Paper I presented general mathematical 
techniques for dealing with such problems. Following 
McQuistan and various coauthors,4 recurrence relations 
among the numbers of possible arrangements of dimers on 
lattices of different sizes are obtained. These recurrence rela­
tions are linear and can be decoupled.5 The decoupled equa­
tions lead to a polynomial P(x, z), whose largest z-root as 
functions of x, the absolute activity of dimers, is simply relat­
ed to the partition function of dimers. The proof of this was 
presented and preliminary results were obtained for x = 1 in 
paper I. Paper II extended these results for values of x in the 
range (0, 10) for planar rectangular lattices. Paper III pre­
sented a further extension, which enables us to obtain a 
closed form analytic solution of dimers on infinite two- and 
three-dimensional lattices. 

Our objective in this paper is the study of dimers on 
plane triangular lattices using the same techniques devel­
oped in papers I and III. One major ingredient in this study is 
the bending by 30 0 of the rectangular lattice to form the 
plane trigonal lattice, increasing the coordination number 
from 4 to 6, as shown in Fig. 1. In this lattice, lattice sites are 
at the centers of rhombic boxes, the connections being made 
at 60 0 angles. A similar, but distinct, study has just been 
completed by Hock and McQuistan,6 where lattice sites are 
at the center of hexagons. Although they use the terminol­
ogy of "hexagonal lattice, " we think it would be more appro­
priate to call it "triangular," since in such a case one gener­
ates a plane triangular lattice with different edges than the 
one we generate by bending the rectangular lattice. The ad­
vantage of our approach is that it can be extrapolated to 
obtain the thermodynamic quantities associated with dimers 
on an infinite plane triangular lattice. 

Another advantage of bending the rectangular lattice by 
30 0 is that it enables us to generate plane hexagonal or "hon­
eycomb" and Kagome lattices by a systematic way of avoid-

ing certain lattice sites. A study of dimers on plane-honey­
comb and Kagome lattices will be presented in a separate 
article.7 

The organization of the paper is as follows. Section II is 
a brief summary of how the partition function and all other 
quantities can be calculated exactly from the knowledge of 
the largest z-root of polynomial P(x, z). Sections III, IV, 
and V briefly show how polynomials P(x, z) are derived for 
infinite plane triangular lattices with a finite number of rows 
M = 2, 3, and 4, respectively. Section VI presents the nu­
merical results and gives a one-parameter fit of the data. 
Extrapolation of the results for the infinite plane triangular 
lattice with an infinite number of rows is discussed and com­
parison is made with dimers on an infinite square lattice. 

II. THERMODYNAMIC QUANTITIES IN TERMS OF THE 
LARGEST z-ROOT OF P(x, z) 

As mentioned in the Introduction, we bend the rectan­
gular lattice by 30 0 as shown in Fig. 1. The lattice sites are at 
the center of the rhombic boxes. "Nearest" neighbor occu­
pation means that if one end of a dimer occupies one site (see 
Fig. 1) the other end of a dimer may occupy one of the six 
closest equidistant sites; the two neighboring sites that are 

FIG. 1. Diagram of"bent"lattice showing the coordination number Q = 6 
for a plane trigonal lattice. 
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FIG. 2. Flow chart showing the general method of computation of the mo­
lecular freedom per dimer at close packing and other thermodynamic quan­
tities. 

farther away are automatically excluded. Therefore, the co­
ordination number Q is 6 for the triangular lattice as com­
pared to 4 for the plane rectangular lattice. Size M of the 
lattice is fixed at a finite value, and size N is allowed to be­
come infinite. The case M = 1 is the one-dimensional prob­
lem previously solved. l

-4 We will study the triangular lat­
tices for N = 2, 3, and 4. 

For the reader's convenience, a flow chart summarizing 
the procedure followed in obtaining the various thermody­
namic quantities is given in Fig. 2. 

(1) We follow McQuistan and various coauthors4 (also 
see paper I and Ref. 5), and identify various types of M XN 
lattices: A -type, B-type, C-type, etc. (Figs. 3-5), corre­
sponding to lattices missing no cell in the Nth row, missing 
one cell, two cells, etc., respectively. Obviously, there is only 
one A-type lattice, but there may be several B-type, C-type, 
etc., depending on the size of M. 

OJ aJ .f;£}-

ill'§;'!§ 
A 

FIG. 3. Types oflattices for M = 2. 
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~ 

FIG. 4. Types oflattices for M = 3. 

(2) We call A (q,N), Bj (q,N), Cj (q,N) , etc., the num­
ber of possible arrangements of q dimers on the A B. C-

, I' I 

lattices, etc. Then coupled recursive relations among these 
arrangements are generated depending on the distinct num­
ber of ways of occupying cells in the Nth row of a M X N 
lattice of a given type. The diagrammatic method used is 
straightforward and offers no difficulties. However, the 
number of terms involved in this analysis increases very ra­
pidly with the size M. 

(3) Bivariant generating functions are introduced in the 

A 

Co 

FIG. 5. Types oflattices for M = 4. 
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usual way for every T-type lattice (T stands for A, B, C, 
etc.)s: 

00 q .... 

GT(x,y) = I IT(q,N)xqjl'. (2.1 ) 
N=O q 

The variable x is later identified with the absolute activity of 
dimers. The system of coupled recursive relations is then 
replaced by a system oflinear equations, where the G 's play 
the role of the unknowns. As shown in paper I and Ref. 5, a 
term of the form T(q - j, N - k) in any given recursive 
relation is to be identified with 

T(q - j,N - k)-+XjykGT. (2.2) 

( 4) It is then obvious that the solution of the system of 
linear equations with the G's playing the role of unknowns 
are obtained as the ratio of two polynomials in x andys: 

GT(x,y) = NT (x,y)ID(x,y). (2.3 ) 

The polynomial appearing in the denominator, D(x,y), is 
the determinant of the matrix associated with the system of 
linear equations. Computing this determinant becomes in­
creasingly difficult as the size M of the lattice increases. 

(5) We have also shown in paper I that the partition 
function Z (x) of the system of dimers with absolute activity 
x is given by 

Z(x) = R(X)lIM, (2.4) 

where R (x) is the largest z-root of polynomial D(x,y = 1/ 
z). From the knowledge of the partition function, all the 
other thermodynamic functions follow, namely, the grand 
potential rex), the number density p(x), the entropy per 
unit volume Sv (x), the isothermal compressibility per unit 
volume K T (x), and the constant specific heat capacity per 
unit volume Cv (x): 

rex) = (2IQ)ln(Z), 

dr 
p(x) =X-, 

dx 

Sex) = Sv (x)lkB = - pln(x) + rex), 

K(x) = KT(x)kB Tp2 = x dp , 
dx 

C(x) = Cv(x)lkB =K(x)(rlp)2. 

(2.5) 

(2.6) 

(2.7) 

(2.8) 

(2.9) 

In these equations k B is Boltzmann's constant and T is the 
absolute temperature. In paper II, we computed all these 
quantities numerically and obtained an approximate analyt­
ic fit for a system of dimers on an infinite square lattice for 
valuesofx in the range 0 to 10. Basically, R(x) was obtained 
numerically as well as all derivatives involved. In paper III, 
we proposed an exact analytic solution of the problem of 
dimers on an infinite square lattice (two-dimensional prob­
lem), and on an infinite cubic lattice (three-dimensional 
problem), based on the fact that the roots R (x,M) approach 
an exact exponential behavior with the size M of the lattice as 
M becomes increasingly large. In this article, we propose to 
limit the uncertainties involved in numerical evaluations of 
the thermodynamic quantities. The only quantity being eval­
uated numerically is the root R (x). All the thermodynamic 
quantities are then computed from closed form analytic ex­
pressions involving the root R. This is a major improvement 
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on previous approaches. Starting from the expression of 
D(x,y), we replacey by (lIz) and multiply the result by z 
raised to the highest power h of y occurring in D(x,y): 

P(x,z) = z"D(x,1/z). (2.10) 

Clearly, the z-roots of polynomial D(x,y = 1/z) are the 
same as the z-roots of P(x,z). We are only interested in the 
largest z-root of this polynomial and we will refer to it as 
R (x). It then follows that the first and second derivatives of 
any z-root, and in particular the root R (x), may be obtained 
directly from various partial derivatives of P(x,z) , namely, 

R'(X)=(_(aPlaX») , (2.11) 
(ap laz) z=R 

R "(x) = ( _ a 2p lax
2 + 2 (ap lax)(a 2p lax az) 

(ap laz) (ap laz) 2 

_ (ap lax)2(a2~/ar») . 
(ap laz) z=R 

(2.12) 

(6) The normalized number density () and other ther­
modynamic quantities follow from the knowledge of these 
derivatives, namely, 

() = Qp = (2xIM)(R 'IR), (2.13) 

K = [(R 'IR) + x(R "IR) - x(R 'IR)2](2xIQM), 
(2.14 ) 

S = - p In(x) + (2/QM)ln(R), (2.15) 

C = (4K IQ2M2p2)ln2(R). (2.16) 
(7) Finally, the molecular freedom per dimer as a func-

tion of the absolute activity x is given as (paper III) 

tP(x) =exp[QS(x)] =R(X)2IMlxB. (2.17) 

The molecular freedom per dimer at close packing8
,9 follows 

by taking the limit as x becomes infinite and the normalized 
number density () approaches unity. This means that the 
larger root R (x) in the large x-limit should behave like (x tP ) 
raised to the power (M /2). This is explained in paper III. A 
polynomial V(A) is obtained: 

(2.18 ) 

where a is the highest power of x in the polynomial P(x,z). 
The largest root of V(A) gives the molecular freedom per 
dimer at close packing, namely, 

tP=A2IM. (2.19) 

III. PLANE-TRIANGULAR M = 2 LATTICE 

Following the technique of paper I, three types of lat­
tices are considered: the nontruncated A-type, and two B­
type lattices Bland B2 as shown in Fig. 3. As mentioned in 
Sec. II, A (q,N), BI (q,N) , and B2(q,N) are the numbers of 
arrangements of q dimers on the A, B I , and B2 lattices, re­
spectively. Figures 6(a) and 6(b) show how recursive rela­
tions are generated among these arrangements. We intro­
duce the associated generating functions G A (x,y), 
GB , (x,y) , and GB2 (x,y). According to Eq. (2.2), each dia­
gram in a given set contributes to the linear system of equa­
tions involving the G's as un- knowns. We leave it to the 
reader to write down the system oflinear equations; here, we 
simply give the determinant D(x,y) for this system, namely, 
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FIG. 6. (a) Diagrams of dimers on an M = 2 plane trigona1lattice and 
recursive relation for A (q,N). (b) Diagrams of dimers on an M = 2 plane 
trigonal lattice and recursive relation for B, (q,N) and B2 (q,N). 

D(x,y) = 1 - y(1 + 2x) - xy2(2 + x) 

+ X2y3(2x _ 1) + x4y4. (3.1) 

The polynomial P(x,z) is obtained according to Eq. (2.10) 

P(x,z) = Z4 - (1 + 2x)z3 - x(2 + x)r 

(3.2) 

The molecular freedom per dimer at close packing is 
computed by generating the polynomial V(,,1) according to 
Eq. (2.18), in this case, one has 

V(,,1) = A. 4 _ U 3 - A. 2 + U + 1 = (A. 2 _ A. _ 1) 2. 

(3.3 ) 

This polynomial has two double roots and the largest root is 
the one giving the molecular freedom per dimer at close 
packing, namely, 

¢oo = (1 + -./5)/2. (3.4) 

Surprisingly, this number is the same as the one calculated 
for dimers on a plane rectangular latticeS with M = 2. Tech­
nically, the roots of P(x,z) can be obtained analytically, 
since it is a quartic equation in z, and, therefore, one can 
claim that all thermodynamic quantities can be obtained in 
closed form for the M = 2 lattice. 
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A(q, N) 

FIG. 7. Diagrams of dimers on an M = 3 plane trigona1lattice and recursive 
relations for A(q,N). 

illli1il1ill 
A(q.N-1) A(q-2,N-1l B,(q-l,N-!) 

!fi1fll1fJl! 
2 B,(q-l,N-l) B,(q-l,N-1) C,(q-2,N-1) 

Illilii! 
C,(q-2, N-l) 

B,(q ,N) 

fill illll1i1 
A(q,N-1) 8,(q-f, N-!) 8

2
(q-l,N-1) 

IlliRH 
C,(q-2,N-f) C2 ('1-2, N-I) 

flll fill Jil! 
A(q,N-l} A(q-I,N-t} 28,('1-1, N-l} 

f!ll Jill 
Bz(q-l. N-!) C,(q-2, N-ll 

B
3
(q,N) 

FIG. 8. Diagrams of dimers on an M = 3 plane trigona1lattice and recursive 
relations for Bi (q,N), i = 1,2, and 3. 
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Bflili1bJ1 
A(q,N-l) B2 (q-l.N-1l B3(q-l, N-1) 

C,(q.N) 

IjjlIlf1IjJll 
A(q,N-I) B,(q-I.N-1) Bz(q-I. N-1) 

Cz(q,Nl 

I/ll JIll 
A(q. N-1) B,(q-l,N-I) 

FIG. 9. Diagrams of dimers on anM = 3 plane trigonal lattice and recursive 
relations for C, (q,N), i = 1,2, and 3. 

IV. PLANE-TRIANGULAR M = 3 LATTICE 

In addition to the nontruncatedA-type lattice, there are 
three B-type and three C-type lattices (Fig. 4). Recursive 
relations are developed in the usual way, from Figs. 7-9, 
appropriate bivariant generating functions are introduced, 
and polynomial P(x,z) is found to be 

P(x,z) = z'1 + ( - 4x - 1 )Z7 + ( - 8.x3 - 12x2 - 3X)Z6 

+ ( - 4X4 _ 7x3 - 3x2)r 

+ (14x6 + 4x5 + 3x4 - x 3 )z4 

+ (12x7 
- x6 + 3x5 )z3 

+ ( _ 8.x9 + 4x8 
_ 3x7 ).r 

+ (x9 _ 4x10 )z + x 12
, 

and the polynomial V(A) follows: 

V(A) = A 8 _ SA 6 + 14A 4 _ SA 2 + 1 

= (A _1)2(A + 1)2 

X (A 2 - U - I)(A 2 + U - 1). 

(4.1 ) 

(4.2) 

The largest root is (1 + .j2), from which, according to Eq. 
(2.19), the molecular freedom per dimer at close packing is 
calculated to be 

A(q, N) 

III#/II/JliliII'ifi! 

!\Cf\-I.M-I) ZI!.Cq-2,N-f) 3C,fq-z,N-I) C,(~-3.M-l) 3~(q-2,N-1) 

Z Ci'l-2 .N-I) c.C'I-3,M-l) 2. C.C'l-2,N-l) C.Cq-3,N-1) 4 D,(q-3,N-1) 

FIG. 10. Diagrams of dimers on an M = 4 plane trigonal lattice and recur­
sive relation for A (q,N). 

¢><YO = (1 + .j2)2/3 = 1.799632345151997.... (4.3) 

This is to be compared with the molecular freedom per 
dimer at close packing for an M = 3 plane rectangular lattice 
(2 + .j3)1/3 = 1.551133 .... 

V. PLANE-TRIANGULAR M = 4 LATTICE 

As usual, one has the nontruncated A-type lattice, and 
in addition four B-type, six C-type, and four D-type lattices, 
as shown in Fig. 5. Recursive relations are developed from 
Figs. 10-13. This leads to a set of 15 bivariant generating 
functions playing the role of 15 unknowns in a set of 151inear 
equations. The polynomial P(x,z) is then found to be 

P(x,z) = Z16 + ( - 4x2 _ 6x - 1 )Z15 + ( - 14x4 - 6Ox3 - 33x2 - 4X)Z14 + (44x6 _ 6x5 _ 109x4 _ SOx3 _ 6x2)Z13 

+ (107x8 + 372x7 + 21Ox6 - 12x5 - 24x4 _ 4x3 )Z12 

+ ( - 148x1o + 250x9 + 471x8 + 322x7 + 81x6 + 6x5 
_ X4 )Zll 

+ ( - 396x 12 _ 752xll - 382x10 _ 152x9 + 35x8 + 26x7 + 6x6
)ZlO 
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+ (128x14 - 664x13 
- 724x12 - 434x ll 

- 276x1O - 82x9 
- 15x8)z9 

+ (645x 16 + 592x15 + 46Ox14 + 28Ox13 + 268x 12 + 84x 11 + 20X IO )Z8 

+ (128x 18 + 488x17 + 388x16 + 262x15 _ 52x14 _ 22x i3 
_ 15x12 )z7 

+ ( _ 396x20 _ 368x19 _ 286x18 _ 288x17 _ 29x16 _ 22x15 + 6x 14 )Z6 

+ ( _ 148x22 _ 122x21 _ 25x20 + 94x19 _ 15x18 + 18x17 _ x 16 )r 
+ (107x24 + 164x23 + 82x22 _ 36x2! + 24x20 _ 4X!9)Z4 

+ (44X26 _ lOx25 _ 53x24 + 22x23 _ 6x22 )Z3 

+ ( _ 14x28 _ 28x27 + 15x26 _ 4X25 )z2 + ( _ 4X30 + 6x29 _ X28 )Z + X32. 

BI (q ,N) 

IIIIIlIIIfI#fI#l/III 
A(~,N-ll 2 A(q-l,N-l) B,(q-1,N-1) B,(CP,N-l) Z ~(q-l ,1'4-1) A(q"N-t) ACq-1,N-I) B,(q-l,N-l) B,(q-2,N-1) I\Cq-I,N-l) 

B.(q-2,N-1l 2B.(q-1,N-t) Ba(q-2.N-t) &,(q-l,N-l) B
4
(q-2,N-I) 2l\(q-I,N-f) f}.(q-I,N-1) C,Cq-2,N-1) e.(q-2,N-I) <;Cq-2,N-I) 

C,(q-l,N-l) 3 C.(q-2,N-1) C.(q-2,N-I) 2C..(q-2,N-I) 2 C.(q-2,N-l) 2C.(q-2,N-I) C,(q-2,N-l) C.(q-2,N-t) D,(q-3,N-I) D.(q-3,N-I) 

<:S(q-l,N-f) D.(q-3,N-I) D.(q-3,N-i) O,(q-3,N-f) D~(q-3,N-1) q.(q-3,N-l) 

B.(q,N) B4 (q ,N) 

/lil!6!iit!JfII!II#! 
A(q,N-t) A(q-l,N-I) 2B,(q-I,N-1) B.(q-2,N-I) !\(q-l,N-1) ACq,N-I) ZA(q-I,N-1) ZB,(q-I,N-t) B,(q-2,N-1) lB.Cq-I,N-1) 

B.Cq-2,N-I) ~(q-l,N-I) f}.(q-2,N-I) C,(q-2,N-I) ZC,.(q-2,N-l) !\(q-2.,N-I) B.(q-I,N-I) B.Cq-2,N-l) 3C,(q-2,N-I) el ( q-2,N-t) 

C.(q-2,N-l) C.(q-2,N-I) D.(q-3,N-I) ~(q-3, N-1) 2C
4
(q-2,N-l) D/q-3,N-I) 

FIG. 11. Diagrams ofdimers on an M = 4 plane trigonal lattice and recursive relations for Bi (q,N) , i = 1-4. 
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z 
~ 

u" :1 
II '-

A(q,N-l) B,,(q-f.N-1) B
4
(q-f,N-tl 

Q(q,N) 
A(q.N-ll B,(q-', N-I) 

A(q,N-f) B,(q-'.N-l) B.(q-l,N-1) 

A(q,N-1) !i(q-I.N-l) ~(q-I.N-t) 

FIG. 13. Diagrams of dimers on an M = 4 plane trigonal lattice and recur­
sive relations for Di (q,N) for i = 1-4. 

We were able to factor the polynomial V(A) and found 

V(A)=(A 4 -3A 3 -3A 2+A +1)2 

X(A 4 +A 3 _3A 2 _3A+l)2. (5.2) 

The root oflargest modulus is found, in the first factor of this 
equation, to be 3.715495 169327638 .... According to Eq. 
(2.19), the actual molecular freedom per dimer at close 
packing for this lattice is the square root of this number 

4>~ = (3.715 495 ... )2IM = 1.927561975482925 .... 
(5.3 ) 

Technically, again, this molecular freedom at close packing 
can be written down analytically in closed form, since it is 
the square root of the solution of a quartic equation as exhib­
ited in Eq. (5.2). This is to be compared with the molecular 
freedom per dimer at close packing for a plane rectangular 
lattice with M = 4, which is3

•
8 1.685 389 .... As speculated 

by many authors before, the molecular freedom should nor­
mally increase with the coordination number Q for the lat­
tice. This is certainly the case when comparing results for 
dimers on square and plane triangular lattices. The coordi­
nation number has increased from 4 to 6, and so did the 
molecular freedom from 1.685 ... to 1.927 .... One thing that 
could be said is that the increase in molecular freedom is not 
in proportion to the increase in coordination number. 

VI. THERMODYNAMIC QUANTITIES AND ANALYTIC 
FIT OF THE DATA 

We first analyze our exact analytic results for the molec­
ular freedom per dimer at close packing obtained for sizes 
M = 2,M = 3, andM = 4asgiveninEqs. (3.4), (4.3), and 
(5.3), respectively. In the case of a square lattice filled with 
dimers, Kasteleyn8 was able to obtain, analytically and in 
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closed form, the molecular freedom for any sizes M and N of 
the two-dimensional lattice. In this case, lattices finite in one 
direction (M) and infinite in the other exhibit molecular 
freedoms that can be grouped in two sets, those correspond­
ing to even values of M and those corresponding to the odd 
values of M. In Fig. 14, we plotted the molecular freedom at 
close packing versus (1/ M) for both square and triangular 
lattices. For square lattices, we observe the odd and even 
series of data to follow almost straight-line trajectories, then 
bend without crossing beyond M = 10, and intercept the or­
dinate axis at the value obtained by Kasteleyn,8 namely, 

TABLE I. Thermodynamic properties of dimers on a plane trigonal lattice 
for M = 2 for selected values of the absolute activity x of dimers. 

X (J S K C 

0.1 0.242670 0.144 233 0.025436 0.040611 
0.2 0.357400 0.181489 0.029105 0.060 129 
0.3 0.428850 0.198237 0.029413 0.072 453 
0.4 0.479240 0.207143 0.028875 0.081254 
0.5 0.517420 0.212266 0.028104 0.087878 
0.6 0.547730 0.215309 0.027288 0.093166 
0.7 0.572 606 0.217109 0.026494 0.097492 
0.8 0.593535 0.218 122 0.025743 0.101118 
0.9 0.611482 0.218614 0.025043 0.104 192 
1.0 0.627109 0.218752 0.024392 0.106850 
2.0 0.719179 0.213 616 0.019846 0.121602 
3.0 0.764 241 0.206924 0.017219 0.127693 
4.0 0.792426 0.201100 0.015455 0.130780 
5.0 0.812240 0.196157 0.014161 0.132463 
6.0 0.827180 0.191927 0.013 157 0.133383 
7.0 0.838974 0.188250 0.012349 0.133849 
8.0 0.848598 0.185028 0.011 678 0.134027 
9.0 0.856648 0.182159 0.011 110 0.134015 

10.0 0.863520 0.179580 0.010620 0.133875 
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11M 

FIG. 14. Plots of the molecular free­
dom per dimer at close packing for 
square lattices (even and odd values 
of M) and triangular lattices 
(M = I, 2, 3, 4) versus the recipro­
calofM. 

1.7916 ... , which is the molecular freedom at close packing 
for the square lattice infinite in both directions. For triangu­
lar lattices, the situation is different. The data shown in Fig. 
14 follow an almost straight-line trajectory, which bends up­
ward beyond M = 10 and intercepts the ordinate axis at the 
value given by Nagle9 with five significant figures to be 
2.3565. We believe that this number was obtained by using 
Kasteleyn's theoremlo on dimers fully covering planar lat­
tices combined with the technique of Stephenson. II For 
completeness, we give the answer in the form of a double 
integrallO, I I 

TABLE II. Thermodynamic properties of dimers on a plane trigonal lattice 
for M = 3 for selected values of the absolute activity x of dimers. 

X (J S K C 

0.1 0.261999 0.157517 0.025939 0.0441537 
0.2 0.377283 0.194981 0.Q28890 0.064 258 
0.3 0.447831 0.211 521 0.Q28905 0.076795 
0.4 0.497218 0.220252 0.028235 0.085632 
0.5 0.534487 0.225254 0.027396 0.092296 
0.6 0.564003 0.228217 0.026544 0.097547 
0.7 0.588 183 0.229967 0.025730 0.101 811 
0.8 0.608496 0.230949 0.024969 0.105356 
0.9 0.625895 0.231427 0.024270 0.108354 
1.0 0.641029 0.231560 0.023614 0.110 926 
2.0 0.729935 0.226605 0.019117 0.124875 
3.0 0.773291 0.220167 0.016549 0.130385 
4.0 0.800 361 0.214573 0.014834 0.133045 
5.0 0.819375 0.209 832 0.013 581 0.134414 
6.0 0.833698 0.205775 0.012612 0.135080 
7.0 0.845001 0.202256 0.01l 834 0.135355 
8.0 0.854222 0.199164 0.011 188 0.135365 
9.0 0.861935 0.196416 0.010642 0.135218 

10.0 0.868513 0.193949 0.010 173 0.134969 
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TABLE III. Thermodynamic properties of dimers on a plane trigonallat-
tice for M = 4 for selected values of the absolute activity x of dimers. 

X e S K C 

0.1 0.272 670 0.164 646 0.026402 0.046029 
0.2 0.389 196 0.202529 0.029013 0.066401 
0.3 0.459790 0.219083 0.028825 0.078945 
0.4 0.508935 0.227770 0.028029 0.987713 
0.5 0.545874 0.232729 0.027112 0.094291 
0.6 0.575050 0.235658 0.026204 0.099437 
0.7 0.598896 0.237385 0.025354 0.103614 
0.8 0.618896 0.238352 0.024567 0.107065 
0.9 0.636002 0.238821 0.023845 0.109984 
1.0 0.650863 0.238952 0.023182 0.112484 
2.0 0.737844 0.234111 0.018714 0.126207 
3.0 0.780074 0.227842 0.016260 0.132174 
4.0 0.806 386 0.222407 0.014658 0.135565 
5.0 0.824847 0.217806 0.013 508 0.137783 
6.1 0.840043 0.213 483 0.012163 0.135 120 
6.5 0.844 617 0.212081 0.011846 0.135208 
7.0 0.849804 0.210430 0.011485 0.135253 
7.2 0.851734 0.209 800 0.011350 0.135255 
9.0 0.866235 0.204 764 0.010 324 0.134967 

ct>(trian~ular) = exp[-l-f+f1T dO dt/J In A (O,t/J )], 
lattIce 32 "r _1T 

( 6.1) 

where the quantity A (O,t/J) is given by 

o 

A (O,t/J) = 962 - 68 cos 0 + 2 cos 20 - 32 cos 2t/J 

+ 192 cos(O + 2t/J) - 32 cos(20 + 2t/J) 

- 2 cos (0 + 4<,6 ) 

+ 4 cos(20 + 4<,6) - 2 cos( 30 + 4<,6). 
(6.2) 

s 

0.30 

0.20 

)C X. K JC kt /,., 
o 

O.fO 

0.1 0.2. 0.1 as 0.& G.7 
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The double integration done numerically gives the value of 
the molecular freedom for a triangular lattice infinite in both 
directions and fully covered with dimers to be 2.356 527 .... 

Other thermodynamic quantities are calculated for each 
lattice size M of the triangular lattice using Eqs. (2.13)­
(2.16). In these equations, the value of R is computed nu­
merically for a given value of the absolute activity x, using 
polynomialsP(x,z) given in Eqs. (3.2), (4.1), and (5.1), for 
M = 2, 3, and 4, respectively. Also, from the knowledge of R 
fora given value of x, we compute the derivativesR I andR H 

according to Eqs. (2.11) and (2.12). In the latter equations, 
the partial derivatives of polynomials P(x,z) are needed, 
namely,ap lax,ap laz,a 2p lax az,a 2p lax2,anda 2p lar. 
These derivatives are evaluated at the chosen value of x and 
forz = R (R computed numerically for the same value of x). 
The results are listed in Tables I, II, and III, for M = 2, 3, 
and 4, respectively. 

We have plotted the quantities S(O), K(O), and C(O) 
versus the normalized number density 0, for lattice sizes 
M = 2, 3, and 4. Figures 15-17 show these curves. As in the 
case of plane-rectangular lattices (paper II), we observe that 
the roots R (x;M) increase exponentially with the value of M 
considered. It is reasonable to expect that this is the case in 
general, and under this assumption, we have shown in paper 
III that one can find closed form analytic expressions for S, 
C, K, and x in terms of t/J, the molecular freedom at close 
packing, 0 the normalized number density, and the coordi­
nation number Q, namely, 

0.8 

x(O) = 0(2 - 0)/4<,6 (L,M) (1 _ 0)2, 

S( 0) - - !!..In( O( 2 - 0) ) 
- Q 4<,6 (L,M) (1 _ 0)2 

+-In --2 (2-0) 
Q 2 - 20 ' 

K( 0) = 0(2 - 0) (1 - 0)/2Q, 

(6.3 ) 

(6.4) 

(6.5) 

FIG. 15. Plot of S versus the normal­
ized number density e for M = 2, 3, 
4, and the analytic curve for M = 00. 

M=4 .... 
M= 3 ... : 
M= 2 .... . 

e 
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C(O) = 2(1 - 0)(2 - 0) In2( 2 - 0 ). (6.6) 
OQ 2-20 

Here, t/J(L,M) is the molecular freedom at close packing, 
where we have used the notation of paper III, L = 1 corre­
sponds to two-dimensional lattices, and L > 1 corresponds to 
several two-dimensional layers (L), i.e., three-dimensional 
lattices. In this article, we only studied two-dimensionallat­
tices (L = 1). More layers would lead to three-dimensional 
trigonal lattices (rhombohedral). Equations (6.3)-(6.6) 
are expressions that are expected to be exact in the limit of 
infinite two-dimensional (L = 1, M = 00) and three-dimen-
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... 
,,0, .. 0.11( • • re, ... 

'x 

M=2 
M=3 
M::4 

0.8 O.q 

e 
:> 

1.0 

FIG. 16. PlotofKvs£l for M = 2, 3, 
4, and the analytic curve for M = 00. 

FIG. 17. Plot ofCvs £I for M = 2, 3, 
4, and the analytic curve for M = 00. 

sional (L = 00, M = 00) lattice spaces. The dependence on 
the lattice size is hidden in the expression of t/J (L,M), thus 
showing that only x and S depend on the lattice size. Figures 
15-17 are the plot of S, K, and C vs 0 for two-dimensional 
lattices with M = 2, 3, and 4, respectively. The entropy plot 
S( 0) in Fig. 15 shows that the curves obtained numerically, 
following the flow chart of Fig. 2 approach rather rapidly the 
limiting curve at M = 00. This is not the case for the curves 
K(O) and C({n of Figs. (16) and (17), respectively. There, 
we observe some oscillations and the data obtained numeri­
cally for values of () beyond 0.8 can only be trusted to within 
the numerical capabilities of the Commodore VIC-20 used. 
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The Chandrasekhar H-equations are generalized to problems relevant to multigroup transport 
equations that have nondiagonal cross-section matrices. These equations are shown to have a 
unique solution in a ball of a Banach space, which satisfies the necessary analyticity properties. 

I. INTRODUCTION 

In Ref. 1, Willis and van der Mee have shown that multi­
group transport equations with nondiagonal cross-section 
matrices arise when the method of weighted residuals is ap­
plied to problems in energy-dependent transport theory. In 
Ref. 1, we were able to completely solve the two-group, half 
space problem if the scattering matrix was noninvertible and 
the cross-section matrix nondiagonalizable. In this paper, 
we will study the same problem, but with an invertible scat­
tering matrix. The formulas given in Ref. 1 for the exit distri­
bution and solution still remain valid for this case, but the 
formulas for the Wiener-Hopf factorization are not. If the 
scattering matrix C is invertible, then we are unable to expli­
citly construct the factorization. For this case we derive 
equations that the factors must satisfy, and then develop a 
numerical method for their solution, which automatically 
satisfies the necessary analyticity properties. 

II. DERIVATION OF THE H-EQUATIONS 

We will study a two-group transport equation with a 
nondiagonalizable cross-section matrix and half space 
boundary conditions. In Ref. 1 we showed that this transport 
equation is equivalent to a Wiener-Hopf integral equation, 
and that the symbol of the integral equation (the identity 
matrix minus the Fourier transform of the kernel) is given 
by 

WeAl =1- (A -Itan-IA)C+ (1 +A 2 )-IMC, (1) 

where 1 is the 2 X 2 identity matrix, and M is the nilpotent 
part of the cross-section matrix. Without loss of generality 
we may assume that 

M= I~ ~I· (2) 

The crucial step in the solution to any Wiener-Hopf (WH) 
equation is the construction of the WH factorization of the 
symbol W. Mullikian2 has shown that a sufficient condition 
for the existence of a WH factorization is that the spectral 
radius of the matrix B, defined by 

(3) 

is1essthan 1, whereKis the kernel of the integral operator. It 
is easy to check that the spectral radius of B will be less than 1 
if 

IICII + IIMCII < 1, (4) 

where II II is the matrix norm. Furthermore, Mullikian2 has 

derived nonlinear integral equations, which the factors of 
the symbol satisfy. They are, for 1m z> 0, 

A 

H- I(Z)=1+_1_fOC HI(t)K(-t)dt (5a) 
r 21Ti _ oc t + z ' 

H 1- I(Z) = 1 + ~ foc K(t)Hr (t) dt, (5b) 
2m - oc t + z 

A 

where K is the Fourier transform of the kernel of the Wie-
ner-Hopf equation, and 1 is the identity matrix. The matrix 
valued functions HI and Hr have the following properties: 
(i) Hr and HI are analytic in the half plane 1m z > 0, and 
continuous for 1m z;;'O; (ii) Hr and HI are invertible in the 
half plane 1m z;;'O; and (iii) 1 - K(z) = H 1- l(z)H r-I(z). 

We now specialize Eqs. (5a) and (5b) to the two-group 
problem given il).. Ref. 1 with det C #0 by introducing the 
explicit form of K; 

K(z) = (lIz)tan- l z)C- (1 +r)-IMC, (6) 

~here M is the nilpotent matrix given by Eq. (2). Recall that 
KisanalyticonC\ {ZEC:Z = it,lt 1;;.1}. The integrals appear­
ing in the H-equations [Eqs. (5a) and (5b)] can be rewrit­
ten into a more familiar form by making use of Cauchy's 
theorem. The calculation for Eq. (5b) will be shown; the 
procedure for Eq. (5a) is essentially the same. Substitute Eq. 
(1) into Eq. (5b); the result is 

H I-I(Z) 

= 1 + ~ f"" [~(tan-I t)C - (1 + t 2 )-IMC] 
2m - oc t 

XHr (t)I(t + z) dt. (7) 

We analyze each term of the integrand separately. First, con­
sider the term (1 +t 2 )-IMC. Note that Hr(t)I(t +z) is 
analytic in the upper half plane, and Hr (t) I (t + z) (1 + t 2) 

vanishes at infinity as t -2. Therefore, Cauchy's theorem 
yields 

foc Hr (t) Hr (i) (8a) 
_oc(1+t 2 )(t+Z)=1T i+z' 

Next, consider the term containing t - 1 tan -I t. The contour 
can be completed in the upper half plane if the branch cut 
[i,i 00 ) is avoided. The result is 

Joc tan-I (t)Hr (I) dt 

- oc t(t + z) 

= t ~ [tan-I (it + 0) -tan-IUt-O)] 
)ioc t 

X [Hr (t)/(t + z)] dt, (8b) 

1110 J. Math. Phys. 27 (4), April 1986 0022-2488/86/041110-03$02.50 @ 1986 American Institute of Physics 1110 



                                                                                                                                    

where tan -I (it ± 0) are the boundary values of tan -I along 
the imaginary axis. Using 

tan- I (it + 0) - tan- I (it - 0) = 1T, It 1>1, 
the right-hand side of Eq. (8b) can be rewritten as 

Ii ~ H, (t) dt. (9) 
i", It t + z 

A simple change of variables gives 

Ii tan-I{t) H,{t) =i l 
iH,(i/t) dt. (10) 

i", t t + z 0 t(z + i/t) 
It is convenient to define functions X and Yby 

X(z) = HI (i/z) (lla) 

and 

Y(z) = H, (i/z). (11b) 

The final form of the H-equations is derived by substituting 
Eqs. (8) and (10) into Eq. (7). The result is 

X-I(z) = I + J.. ci l 

dp, _z_ Y(p,) 
2 0 z+p, 

1 z 
+-MC--Y(1). (12a) 

2 z+ 1 
Similarly, the H-equation corresponding to Eq. (Sa) is 

y-I(z) = 1+- dp, _z_X(p,)C 1 i l 

2 0 z+ft 

1 z 
+---X(l)MC. (12b) 

2 z+ 1 
Note that ifM = 0, then Eqs.(12a) and (12b) reduce to the 
Chandrasekhar H-equations. It is straightforward to show 
that every solution of Eqs. (12a) and (12b) provides a fac­
torization of the symbol. A Banach space analysis of these 
equations is the next topic. 

III. A BANACH SPACE ANALYSIS OF THE H· 
EQUATIONS 

In Ref. 3, Bowden and Zweifel presented a Banach space 
analysis of the Chandreskhar H-equations. They showed 
that the H-equations could be solved by iteration. Of course 
the H-equations must be supplemented by constraints, 
which are the analyticity requirements given by conditions 
(i) and (il) of Sec. II. In Ref. 4, Bowden, Menikoff, and 
Zweifel generalized their results to H-equations relevant to 
multigroup problems. In this section a similar analysis is 
given for Eqs. (12a) and (12b). In Refs. 3 and 4, it was 
shown that the H-equations have solutions in the Banach 

FX(z) - FY(z) 

space L I (0,1) by making use of a contracting mapping prin­
ciple. For the H-equations [Eqs. (12a) and (12b)] the 
terms X( 1) and Y( 1) prevent one from using a contracting 
principle inLI (0, 1) because point evaluation is an unbound­
ed operator in L I (O,I). Thus, instead of L I (O,I), we must 
use a Banach space with a supremum norm. Consequently 
the following analysis parallels the one given by Rall. S 

First, we define some Banach spaces: Let Xo be the vec­
tor spaceXo = {T: Tis a 2X2 matrix valued function, with 
Tij continuous on [0,1]} and define a norm 

IlUlixo = 1IIIUIIm(')II, (13a) 

where IIU II m (.) is defined for each se [0,1] by 

IlUlim (s) = sup IIU(s)xllz, 
11"11=1 

(l3b) 

where xeR2, and II liz is the usual Euclidean norm on R2. 
That is, for each fixed s, IlUlim is the operator norm of U, 
when U is viewed as an operator on a2 -+ R2. Define another 
Banach space by 

X=Xo E& Xo, 

with norm 

where TI and T2 are the components of T. 

(14) 

(15) 

We now rewrite the H-equations [Eqs. (12a) and 
(12b)] in a form more suitable for analysis: Postmultiply 
Eq. (12a) by X(z), and premultiply Eq. (12b) by Y(z). The 
results are 

X(z) = 1-- dft _z_ CY(ft)X(z) 1 i l 

2 0 z+ft 

- [z/(z + 1) ]MCY(1)X(z), (16a) 

Y(z) = 1-- dft _z - Y(z)X(ft)C 1 i l 

2 0 z+ft 

- [zl(z+ 1)]Y(z)X(1)MC. (16b) 

Define xeX to be the ordered pair (X,y), then Eqs. (16a) 
and (16b) can be rewritten in operator form as 

X=FX. (17) 

We hope to show that Eq. (17) can be solved by iteration. 
That is, we hope to show that the sequence {j'<m) };:;=o, 
defined recursively by 

(18) 

will converge to the solution ofEq. (17). We shall always 
choose X (0) = l. First we must determine if Fis a contraction. 
LetX= (XI ,x2) and Y= (YI ,Y2 ). Then 

=(~ (I dp,_z-C[X2(ft)X1(z) _ Y2(P,)Y1(z)] +~MC_z_ [X2 (1)XI(Z) - Y2(1)Y
1
(Z)], 

2Jo z+p, 2 z+l 

~ t dp,_z_ [X2 (Z)XI (p,) - Y2(Z)Yl(P,)]C+J..C-z-M[Xl(l)X2(Z) - Y1(1)Y2(Z)]). 
2Jo z+p, 2 z+l 

(19) 

The first component can be rewritten as 

1111 J. Math. Phys., Vol. 27, No.4, April 1986 B. L. Willis 1111 



                                                                                                                                    

and the second component can be rewritten in a similar 
form. Let B(/; r) be the ball {TeX: III - T//<r}. If X and 
YeB then 

111' + Yllx<2(1 + r). (20) 

Using Eq. (19) and the inequality 

IiI dp, _z_1 <In 2, for zE[O,I], (21) 
o z+p, 

it is possible to estimate the norm of FX - FY by 

IIFX -FYII«1 +r)[ln2I1CII + /lMC IIJ111' - Y/I. 
(22) 

It is convenient to define 

a = In 211CII + IIMCII. 

Therefore, F is a contraction operator provided 

a(1 + r) < 1. 

(23) 

(24) 

So F is a contraction operator for sufficiently small a and r. 
We must now show that r can be chosen large enough so that 
F: B _ B. For F to map B into B it is sufficient to require 

r> (/lFX(Ol - X (O'll )/[ 1 - a(1 + r) J. (25) 

It is straightforward to estimate IIFX(O' - X (O'll by 

IIFX(O'_X(O'Il<a. (26) 

Therefore, inequality (26) can be rewritten as 

ar- + (a - l)r + a<O. (27) 

The largest value of a that is consistent with inequality (25) 
is 

a =!. 
For this value of a, r can be determined to be 

r= 1. 

(28) 

(29) 

All that remains to be checked is inequality (24). With a = ! 
and r = 1, we have 

a(1+r)=j<1. (30) 

Therefore, if 

In211CII + IIMCII <!, (31 ) 

then Eq. (17) has a unique solution inside the ball B (/; 1). 
Furthermore, the sequence defined by Eq. (18) converges to 
this solution if X (OleB(/; 1). 

Finally, we must check that x<ml converges to a solu­
tion with the required analyticity and invertibility proper­
ties. First, we have the following lemma. 

Lemma 2: If X = (X, Y) is the unique solution to Eq. 
(17) in the ball B(/; 1), and a <!, then 

det[1 +l.. cll 

dp, _z_ Y(p,) + -Z-MCY(1»):fO, 
2 0 z+p, z+1 

for Rez>O. 
Proof: Since (X,y)eB(/;l) we have 
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1>111 -XII>/I- /lXII/· (32) 

Thus we have 

IIXII<2. (33) 

Suppose that for some value of z 

[ IiI Z Z ] det 1+ - C dp, -- Y(p,) + --MCY( 1) = o. 
2 0 z+p, z+1 

(34) 

This implies that 

Il
l.. cil dp, _z_ Y(p,) + _z_MCY(I) II >1, 
2 0 z+p, z+1 

(35) 
or, 

IICII t /_z_/ dp, + IIMC II> 1. Jo z + P, 
(36) 

But, if Re z>O, then 

r
l I-z I dp,<1. Jo z + p, 

(37) 

So inequality (34) implies 

IIC/I + IIMCII>1. (38) 

But by assumption 

a =ln2l1CII + IIMCII <!, 
A 

which is a contradiction. Therefore, X(z), defined by 

AliI Z Z X(z) =1 + - C dp, -- Y(p,) + --MCY(I), 
2 0 z+p, z+1 

(39) 
is invertible for Re z>O. The same proof shows that 

AliI Z z Y(z) =1 +- d/-l--X(/-l)C + --X(I)MC 
20 z+p, z+1 

A A 

is also invertible for Re z>O. Furthermor~ X an5! Yare ana-
lytic on C/ [ - 1,0 J. Finally observe that X and Y satisfy the 
H-equations [Eqs. (12a) and (12b) J. Thus the iteration 
scheme defined by Eq. (18) converges to the solution of the 
H-equations, and satisfies the constraints. 
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Within the gauge quantum field theory of the Wightman-Garding type, the integration of 
representations of Lie algebras is investigated. By means of the covariance condition (substitution 
rules) for the basic fields, it is shown that a form skew-symmetric representation of a Lie algebra 
can be integrated to a form isometric and in general unbounded representation of the universal 
covering group of a corresponding Lie group provided the conditions (Nelson, Stemheimer, 
etc. ), which are well known for the case of Hilbert or Banach representations, hold. If a form 
isometric representation leaves the subspace from which the physical Hilbert space is obtained via 
factorization and completion invariant, then the same is proved to be true for its differential. 
Conversely, a necessary and sufficient condition is derived for the transmission of the invariance 
of this subspace under a form skew-symmetric representation of a Lie algebra to its integral. 

I. INTRODUCTION 

In recent years the evidence that non-Abelian gauge 
quantum field theories are of outstanding importance for 
elementary particle physics has become overwhelming. For 
a consistent formulation of such a theory, it seems to be un­
avoidable l

-4 to introduce an indefinite metric formalism.s 

Such a formalism makes use of three Hilbert spaces 
HoCHC~ with scalar product (.,.) and a Hermitian ses­
quilinear form (.,.): = (.,1].) generated by a bounded sym­
metric operator 1] on~. The sesquilinear form is semidefin­
ite on H and induces a definite scalar product on the factor 
space H / Ho. The completion of this factor space is consid­
ered as the physical Hilbert space ~phYS = :1171io. The 
source of all grave structural differences between gauge 
quantum field theories and "classical" Wightman theor­
ies6-8 is that physically interesting quantities are exclusively 
described by means of the sesquilinear form (.,.), whereas 
the basic fields are linear operators in ~ or more generally 
the topology is prescribed by the positive definite scalar pro­
duct (.,.) of~. This "splitting" on the one hand allows the 
occurrence of physically most important phenomena like 
confinemene·9- 12 and Higgs2 mechanisms, however, on the 
other hand a variety of nice, for the physical interpretation as 
well as for the calculations, vital (topological) properties of 
operators that hold in Wightman theories get lost. For in­
stance, the representations of symmetry groups in ~have to 
be isometric with respect to the form (.,.) (in the following 
called 1]-isometry), but in general they are not unitary and 
not even bounded in ~. An example is the Lorentz group in 
the Gupta-Bleuler formulation of the free electromagnetic 
vector potential (Refs. 5, Sec. III, 11, and 13). Moreover 
apart from the Schwinger model (with trivial interaction) in 
two space-time dimensions,9.10 up to now a confinement 
mechanism has been proved to exist only on the basis of 
nonisometric representations of the translation group. 11.12 

Furthermore, the operators representing observables (after 

multiplication by i = ,;-=1) have to be skew-symmetric 

with respect to the form (.,.) (in the following called 1]­
skew-symmetry), but in general they need not and cannot be 
essentially skew-adjoint in ~. 

In any quantum theory (from nonrelativistic quantum 
mechanics to relativistic quantum field theories) continuous 
symmetry groups gain their particular importance from the 
close connection between representations of Lie groups and 
those of their Lie algebras, which is mathematically well es­
tablished in both directions up until now only for strongly 
continuous representations in Banach spaces. I 4-22 In these 

cases the observables (after multiplication by,;-=1) form 
just a maximal Abelian subalgebra of an essentially skew­
adjoint representation for the Lie algebra of a Lie (symme­
try) group of the system. 

In contrast to the "classical" Wightman theories this 
concept obviously breaks down in gauge quantum field the­
ories with an indefinite metric, unless the above connection 
between representations of Lie groups, respectively of their 
Lie algebras, can be generalized to the unbounded represen­
tations in ~ by means of the basic assumptions, which de­
fine a gauge quantum field theory. 

In a gauge quantum field theory of the Wightman­
Garding type2,S the covariance condition for the basic field 
operators closely relates the (unbounded) representation U 
of a symmetry group G in ~ to continuous (and hence 
bounded) representations of G in the underlying complete, 
countably normed test function spaces.23 For the latter the 
differentiation (Lie group repr._Lie algebra repr.) is also a 
well understood process (Ref. 14, Chap. 4). In a recent pub­
lication ll (in the following quoted as paper I) the author 
was able to prove, by means of the covariance condition and 
the differentiation in the test function spaces, that in a 
Wightman-Garding theory for every 1]-isometric (un­
bounded) representation U of a Lie group G on a dense sub­
space Da ~~ the differential au exists and is 1]-skew-sym­
metric; i.e., the subspace ~ .. (U) ~Da of all ~ .. -vectors 
for U is dense in Da and on ~ .. ( U) there exists a unique 1]­
skew-symmetric representation au of the Lie algebra g of G 
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obtained from U by the usual strong limit process (Ref. 14, 
Chap. 4). 

The main purpose of the present paper is to fill the re­
maining gap, namely the integration of a given 1]-skew-sym­
metric representation /j U of a Lie algebra 9 on a dense do­
main in ffr' to an 1]-isometric (in general unbounded) 
representation U for a simply connected Lie group G belong­
ing to 9 such that aU;;)./ju. 

A major burden will be the integration of Lie algebra 
representations in the complete, countably normed test 
function spaces, which in contrast to the differentiation, un­
fortunately, cannot be found in the literature. Already in the 
case of Hilbert or Banach spaces some additional condition 
on a representation of a Lie algebra is required in order that 
its integral exists. 14--22 One cannot expect more than this in 
complete, countably normed spaces. It will tum out that we 
do not need stronger ones than those familiar from the case 
of Hilbert spaces, since the test function spaces can be repre­
sented as a countable intersection of Hilbert spaces. 

The paper is organized as follows. In Sec. II we briefly 
review the basic concepts of a Wightman-Garding gauge 
quantum field theory2,S with particular emphasis on the 
structure of the test function spaces and the covariance con­
dition with respect to symmetry group G. In Sec. III we 
introduce the concept of an infinitesimal symmetry (i.e., a 
symmetry on the level of representations for the Lie algebra 9 
of G), and formulate and discuss the precise integrability 
conditions, as well as the main results of this paper. Sections 
IV and V contain the existence proofs for unique continuous 
representations of G in the countably normed test function 
spaces, respectively, of an 1]-isometric (in general unbound­
ed) representation of G in the physical Hilbert space ffr'. 

Of particular physical importance are the symmetries 
that leave the subspace H (with non-negative 1]-norm) in­
variant, because only their representations lift to unitary re­
presentations of G, respectively skew-symmetry ones of g, in 
the physical Hilbert space ffr' phys' We call them strict global, 
respectively strict infinitesimal, symmetries and show in Sec. 
VI that the differential of every strict global symmetry is a 
strict infinitesimal one, and that the integral of a strict infini­
tesimal is a strict global one if and only if the subspace 
g; "" (U)nH contains a dense set of analytic vectors that is 
invariant under the differential au. 

Appendix A contains a simple prooffor the extension of 
Nelson's famous result l5 on the density of analytic vectors 
for continuous representations in Banach spaces to com­
plete, countably normed spaces. In Appendix B we present a 
list of the most important integrability conditions in Hilbert 
and Banach spaces collected from the literature. 

II. GQFT, GEL'FAND SPACES, AND (GLOBAL) 
SYMMETRIES 

As indicated in the Introduction, a distinguished role 
will be played by the test function spaces. In the following, 
S(R4L , CN ) (L, NeN, natural numbers) denotes a Gel'fand 
space of type K {M q} satisfying the Gel'fand conditions23

,24 

(N) and (P) or the Fourier transform of such a space. In 
more familiar terms it is a separable nuclear Frechet space 
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of complex 'tf""-functions I: R4L --+CN , x--+/(x) 
= (f1(X), ... ,fN(X») in 4L real variables x = (x? , ... , xL 
... , x~, ... , xl). The topology is given by a countable set of 
pairwise compatible norms 1I/11q , (qeN° = Nu{O}) with 
1I· .. lIq <1I· .. lIq+ 1 (Ref. 23, Chap. I). Four important proper­
ties of these spaces, which will be needed below, are the fol­
lowing (See Ref. 23, Chap. I, § 3-6 and Ref. 25, Part III, 
Proposition 50.2). 

(S.O) Every space S(.R4L , CN ) is perfect; this means 
every bounded subset is relatively sequentially compact. 

(S. I) If S n (.R4L , C N ) denotes the completion of S (R4L , 

CN ) with respect to the norm 11· .. 11 n' then 

S(R4L ,CN ) = () Sn (R4UCn )· 
neN" 

(S.I1) Every linear continuous functional F on S(R4L , 

CN ) is of finite order; i.e., there exist CeR+ (positive real 
numbers) and a minimal qoe~ such that for all q>qo, 
IF(/)I<Cll/ll q • 

(S.I11) The nuclear theorem holds. 
Physically important examples of such spaces are, be­

sides the Schwartz space of strongly decreasing 'tf "" -func­
tions, all strictly localizable spaces of Jaffe S(R4L , 

CN ) = .? (R4L ) ® CN (® denotes the completed tensor 
product).26 The countable set of norms generating their to­
pologies is defined by the following equations: 

M;"p (P): = tUlg( p.to {Jf,)2}Uo (1 + !P~ I)m, (2.1) 

1I/IIv(m,p): = SUP{M;"p (p) la ~'I d 4LXII"(x) 

xexp [ - iktl (Pk'Xk) ] //peR4L ; r"jeN°, 

± ± r,<m; Ii = 1, ... .N}; 
t= Is=O 

meN°, peN. (2.2) 

We use the abbrevations 

and 

3 

(p·x): = pOxo - L paxa 
a=1 

ar'!+···+t7. a 'r'. - ______ _ 
p • - L 3 ; I)' 

II j= 1 ll;=o (ap j) 

Furthermore, v denotes a bijection from ~ X N onto N°; g: 
C-+.R is some entire function, which on R+u{O} is positive, 
monotonically growing, and satisfies the condition (strict 
localizability) 

i"" dt t -2Ing(t2) < + 00. (2.3) 

The Schwartz space is the special case g= 1. 
According to (S.I), the space S(R4L , CN ) is the inter­

section of a countable set of Banach spaces. However, the 
great majority of integrability conditions for representations 
of Lie algebras 14--21 is formulated in terms of scalar products 
of Hilbert spaces. Hence, one would prefer a topology that is 
equivalent to the one above, but in addition admits S(~L' 
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CN ) to be represented as an intersection of a countable num­
ber of Hilbert spaces. Indeed for the case of the Gel'fand 
spaces K{Mq } satisfying the Gel'fand condition (N), there 
exists a countable set of scalar products [/,h] q (qeN°) on 
S( R4L , CN ), such that the topology obtained from the corre-

sponding set of norms I/lq: = ~[I,J]q (qeN°) is equiva­
lent to the original one (Ref. 24, Chap. I, §3]. But then 
property (S.I) reads as follows. 

(sj) If Hn (R4L , CN ) denotes the completion of 
S(R4L , CN ) with respect to the Hilbert norm 

I/ln =~[I,J]n' then 

Furthermore without less of generality it can be assumed 
that 

1···lq'I···lq+ t,HH t (R4UCN ) ~Hq (R4L ,CN ). (2.4) 

In the remainder of this paper, we exclusively refer to 
the topology defined by these Hilbert norms. For the explicit 
examples of strictly localizable spaces given above, the scalar 
products read 

[/,h ]v(m,p): = f d 4Lp M;"p (p)2 

N 

X L L [ a ~1/~(p) ]a ~Ih ;(p). 
reRf;.Jt=t 

(2.5) 

Here I~(P) denotes the Fourier transform of II' (x), 

I~(p) = (2n) - 3/2L f d 4LxIJt(x) exp [ - ijt, (p J'x j) ], 

(2.6) 

and I is the complex conjugate of I and R ;, is the subset of 
non-negative integers: 

R;,:={r{eNOllr,l= jtor{<m; t=I, ... ,L}. (2.7) 

With these preparations we can proceed to the formula­
tion of the basic assumptions that define a gauge quantum 
field theory (GQFT) ofthe Wightman-Garding type.2

•
S 

A.I: Field operators: Let K denote a Hilbert space with 
elements '11, $, ... , scalar product ('11, $) and norm II '11 IIH , D 
a dense subspace of K, and T an at most countable set of 
(multi-) indices r, 11, ... . Then for every leS(R4L , C) and 
reT there exists a linear operator tpr (I) with domain 
D(tp(/») such that (a) D~D(tpr (I» and tpr (/)D~D; 
(b) iftpp(I)=tp1(I):=tpr(/)* denotes the adjoint 
operator of tpr ( I), then r*eT for every reT; and (c) for 
all $eJl1', 'I1eD the mapping 1-($, tpr (I) '11) is a linear 
continuous functional on S(R4L , C). 

Plainly all field operators are closable and for the sake of 
notational simplicity we assume they are closed; i.e., 

tpr·· = tpr' 
A.IL· Metric operator and physical Hilbert space: There 

exists a linear, bounded, and Hermitian operator 1/ with 
1/D~D that generates a nontrivial and nonpositive semide­
finite sesquilinearform (.,.): = (-,1/') on K as well as a non­
trivial and maximal linear subspace H~K such that for all 
'I1eH ('11, '11) ;>0. IfHodenotes the linear subspace of all 'I1eH 
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with ('11, '11) = 0, then the completion of the factor space H / 
Ho (with elements ['11]: = '11 + Ho) in the natural scalar 
product ( ['11], [$]) H: = ('11, $) is called the physical Hil­
bert space K phy •• 

Throughout this paper we mean by a representation R of 
the group (G,·) on a vector space E, a homomorphism R: 
G-+Aut E, g-+R (g) of (G,.) into the automorphism group 
of E, and by a representation Wof a Lie algebra (g, + ,., 
[ , ]) onEahomomorphism W: g-+End E,X-+W(X) ofthe 
vector space (g, + ,.) into the vector space of the endomor­
phisms of E satisfying 

W([X,Y]) = W(X)W(y) - W(y)W(X). 

A.IlL· Translational invariance and the vacuum: There 
exists a representation T of the vector group of R4 on a dense 
subspace DT ;? D that leaves D invariant and has the further 
properties (a) (1/-isometry), for allyeR4 and '11, $eDT 

(T(y)'I1,T(y)$) = ('11, $), 

and (b) (vacuum), there exists a unique state 'I1oeH (called 
the vacuum) such that ('110 , $0) = 1 and for all yeR4: 
T(y) '110 = '110 ' 

A.IV: Completeness and 1/-stability: The vacuum '110 is 
cyclic with respect to the polynomial *-algebra &' (tp) over C 
generated by the set {id.r, tprC/)jreT, leS(R4, C)}, 
&' (tp) '11 cf1lI is dense in H and 1/ &' (tp) '11 0 ~ &' (tp) '110 ' 

The completeness assumption means that the subspace 
(LH-linear hull) 

9'[1: = &'(tp)'I1o 

= LH{'I1o,il
t
tpr,(/;)'I101 l;eS(R4' C); 

r;eT;neN} (2.8) 

is dense in K. As a consequence K is separable, since S (R4, 

C) is separable, and T countable. Let [® f = t tpr, ] (I), 

I eS (R4L , C) denote the linear operator (extended tensor 
product) defined on D by the limit (See Ref. 11 Sec. 2 and 
Ref. 27, Chap. II, §1) 

L~~tpr,](/)'I1: = !~~jtJ)ttpri(/{)'I1' 'I1eD, 

(2.9) 

for an arbitrary sequence (l:j=t ®f=, 1{)neN from the 
algebraic tensor product ®LS(R4 , C) CS(~L' C) converg­
ing inS(R4L , C) to I. These operators inherit from the basic 
fields all domain and continuity properties of the latter. The 
dense subspace 9' QL C K of so called quasilocal states is 
defined by the linear hull 

9'QL: = LH{'I101~~tpr,] (/)'I10 1/eS(R4L ,C); 

r " ... ,r L eT;LeN}. (2.10) 

Plainly it belongs to the domain of every basic field operator 
tpr (I); i.e., 9'QL ~D. 

For the sake of completeness we only mention the two 
remaining axioms of a Wightman-Girding theory without 
spelling them out in detail,2,s because we do not use them. 
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A. V: Spectrum condition. 
A. VI' Locality (Einstein causality). 
These two additional conditions, or course, would re­

duce the class of admissible test function spaces to the strict­
ly localizable ones explicitly given at the beginning of this 
section26 and the Fourier transforms of them. 

The multi-indices r of the fields are fixed by finite-di­
mensional representations of one or more Lie groups, re­
spectively their Lie algebras, according to which the fields 
transform due to the covariance condition below. Hence for 
a given Lie group G with Lie algebra 9, the multi-index r is a 
pair r = (Ji, .J#), where .J# describes a definite representa­
tion of G or 9 together with all possible degeneracies or mul­
tiplicities, andJi counts the components within such a repre­
sentation .J#. The set composed of the subindices Ji for a 
fixed .J# will be denoted by T G (.J#), the number of its ele­
ments by d: = IT G (.J#) I, and the set of all subindices .J#, 
!!lJ , ... by I G' Thus the set T is the countable union of pairwise 
disjoint subsets T = U-"'el

G 
TG(.J#) X {.J#}. It is of consider­

able advantage to introduce, instead of the one component 
fields tp( Jl..-"'), the Wightman-Garding fields with respect to 
a symmetry group G defined by5 

t/J-"'(j): = L tp(Jl..-"') (jJl.); jES(.J#): =S(R4,C...;,). 
Jl.ErG(-"') 

(2.11 ) 

Analogously for j from the completed tensor product 
(see Ref. 14, Appendix 2, Ref. 25, Part III, Chap. 50 ff, and 
Ref. 28, §41-44) 

of the nuclear spaces S(R4, C...;, ), we define 

t/J-"" .. ·-"'L(j) 

~ ... ~ [,®Ltp ] (jJl.'·"Jl.L). (2.13) 
£., £., I - I (Jl.,.-"',) 

Jl.,ETG(-"',) Jl.LETG(-"'L) -

Of course the matrix elements of the new field operators 
inherit from those of the original fields the properties of be­
ing linear continuous functionals, possessing finite order, 
etc. 

Let us note in passing that a topology in S ( .J# I'''·'.J# L ) 

equivalent to its original (1T - or E - ) one is given by a 

countable set of norms I j Ip: = ~ [J,fJp ,pEN° derived from 
scalar products. For the case of the strictly localizable spaces 
they read 
[j,h ]~(m.p) 

: = fd 4Lp M;'. p ( p) 2 L L 
qeR;' Jl.,ETG(-"',) 

L [a 1ql jj/"Jl.L ( p)]a 1q1h ;'·"Jl.L( pl. 
Jl.LETG(-"'L) 

(2.14 ) 

According to Definition 2.1 and Sec. III, Theorem 3.2 in 
paper I, II a Lie group is called a (global) symmetry group iff 
there exist a decomposition of the index set T into a count­
able union T=uAelG TG(.J#)X{.J#} of pairwise disjoint 
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subsets with d = d*, for every .J#ElG a continuous repre­
sentation R -"': G-AutS(.J#), g-R -"'(g) of G on S(.J#) 
and a representation U: G-AutDG, g_U(g) of G in JY 
with the following properties. 

(U.l) ~QL c;;,DG· 
(U.2a) (invariance of the vacuum): 'tIgeG' 

U(g) '1'0 = '1'0' 
(U.2b) (covariance): For all jES(.J#I""'.J# d, LEN, 

gEG, and 'l'E~ QL : 

U(g)t/J-""···-"'L(j) U(g) -1'1' 

= t/J-"" .. ·-"'L( ,®LR -"';(g)j)'I'. 
;=1 

(U.3) (7J-isometry): (U(g) '1', U(g) <I> ) = ('I', <1»; geG; 
'1', <l>ED G . 

The pair (G, U) is called a strict (global) symmetry if 

'tIgeG' U(g)(~nnH)c;;,~nnH. (2.15) 

Here,R -""···-"'L(g): = ,®L R -"';(g) denotes the extended ten-
;=1 

sor product of the continuous operators R -"';(g), i = 1, ... , L; 
i.e., the continuous extension of their algebraic tensor pro­
duct onto S(.J# I'''·'.J# L ). 

Besides a lot of other things about unbounded represen­
tations of symmetry groups, the author showed in Sec. V of 
paper I that the differential a U of every (unbounded) repre­
sentation U of a symmetry group G with Lie algebra 9 exists 
and is 7J-skew-symmetric. To be more definite, let 
0''''' (.J# I""'.J# L ) eS(.J# I""'.J# L) denote the dense sub­
space of ~ "" -vectors for the continuous representations 
R -""···-"'L (paper I, Theorem 3.1), aR -""···-"'L: 9 
_End 0''''' (.J# \> ... ,.J# L), X-aR -""···-"'L (X) the differential 
of R -'" , ... -'" L (Ref. 14, pp. 252-254), and 

~ "" (U): = LH{'I' o,t/J-"', .. ·-'" L( j)'I' 01 jEu"" (.J# w .. ,.J# L ); 

.J#1, ... ,.J#LElG;LEN} (2.16) 

the dense subspace of "C"" -vectors for U." Then the strong 
limits 

au(x)'I': = s-lim t -I [U(exp tX)'I' - '1'], 
t-.() 

with XE9, 'l'E~ "" (U) and exp: 9-G the exponential map­
ping, define a 7J-skew-symmetric representation au: 
9-End ~ "" (U), X~U(X) of 9 in JY, which was called 
the differential of U. 

In the following sections we investigate the inverse pro­
cess, which we call integration. 

III. INTEGRABILITY CONDITIONS AND RESULTS 

In the first place, we have to make precise what we mean 
by a symmetry on the level of representations of the Lie alge­
bra of a Lie group. 

Definition 3.1 (infinitesimal symmetry): A connected 
Lie group G with Lie algebra 9 is called an infinitesimal sym­
metry group iff (i) there exist a decomposition of the index 
set T into a countable union T = U -"'el T G (.J#) X {.J#} of 

o Go 

pairwise disjoint subsets with .J# = .J#*, and for every 
.J# El G a representation (j-"': 9-End E -"', Xf--+l5-'" (X) of the 
Lie algebra 9 on a dense subspace E -'" c;;,S(.J#) = S( R4, 
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Cd); (ii) the linear operators 8.JJf (X) and Xeg are closable 
with respect to every norm 1···lp , peNJ [i.e., closable in every 
Hiblert space Hp (.!if) = Hp (R4, Cd ), peN°]; and (iii) the 
representation 8U: g_End ~ E of 9 generated on the dense 
subspace (of Jr') 

~ E: = LH{'IIo'i~1 t/J.JJf'(Ii)'IIol/iEE.JJf,; 

.!if1, ... ,.!ifLelG;LeN}~ ~n (3.1) 

via (the covariance conditions) 

8U(X)'IIo: = tJ (tJ the zero vector in Jr'), 
L 

8U(X) II t/J.JJf'(/;)'IIo 
i=1 

: = it{f( t/J.JJfj ( I j ) ) t/J.JJf'(8.JJf,(X) I;) 

XC=~+I t/J.JJfk(lk»)'IIO 

is 1]-skew-symmetric on .rg E; i.e., for all Xeg and 

'II,~e~ E: (8U(X)'II,<I» = - ('II,8U(X)<I». 

(3.2) 

The pair (g, 13 U) is called a strict infinitesimal symmetry if 

~ EnH = H /\ V Xeg ,/jU(X)( ~ EnH) ~ ~ EnH. 
(3.3 ) 

Now the problem is under which additional conditions 
on 8.JJf does the infinitesimal symmetry generate a global one 
in the sense of Sec. II. This means, there exists for every 
.!if el G a unique continuous representation R .JJf: 
G-AutS(.!if) as well as a (in general unbounded) repre­
sentation U: G-DG of Gin Jr', which satisfies, besides the 
conditions (U.1 )-(U.3) in Sec. II, the following two condi­
tions ( t - restriction) . 

(U.4) E.JJf ~uco (.!if) /\ ~ E ~~co (U). 
(U.S) V xeg/j.JJf (X) = /jR .JJf (X) t E.JJf 

/\/jU(X) = /jU(X) t ~ E' 

A major part of this problem is the integration of the 
representations /j.JJf, .!ifelG in the countably normed spaces 
S(.!if). Since the latter are intersections of a countable num­
ber of Hilbert spaces Hp (.!if) = Hp (R4 , Cd)' peN°, it is 
obvious that the integration in S(.!if) is closely connected 
with the integration of /j.JJf in every Hilbert space Hp (.!if), 
peN° (See Refs. 14-21). Integration in a Hilbert space is 
defined as follows. 

Definition 3.2: Let G be a connected Lie group with Lie 
algebra g. A representation 13: g_End E of 9 on a dense 
ECHp is call integrable iff there exists a unique strongly 
continuous representation Rp : G-Aut Hp such that E ~ u; 
and V XeQ' /j(X) = aRp (X) t E. 

Here (7; and aRp denote the subspace of all C(J co -vec­
tors for Rp, respectively the differential of Rp. 

The results obtained in paper I (especially in Sec. VI) 
imply that the following two conditions are necessary for the 
integrability of /j.JJf in S(.!if): (a) /j.JJf is integrable in every 
Hilbert space Hp (.!if), peN°; and (f3) for all peN and geG: 

R -: (g) = R -:_ dg) t Hp (.!if). 
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Obviously these two conditions [but eventually not (a) 

alone] are also sufficient for the integration. However for 
practical reasons in applications one would prefer instead of 
(a) and (f3), conditions that are directly imposed on the 
given representation 8.JJf. In case of (a) they are well known 
in the literature. 14-21 In the most important ones, one ofthe 
integrability conditions is that /j.JJf (X), Xeg are skew-sym­
metric operators in Hp (.!if) (see Refs. 14-16, 18, and 20). It 
will be shown in Sec. IV that the symmetry of /j.JJf (Xi)' 
i = 1, ... ,n, in Hp (.!if) also implies condition (f3) and hence 
together with the integrability in Hp (.!if) also the integrabi­
lity in S(.!if). 

Another condition for (f3) is that the representation /j.JJf 
is topologically irreducible in Hp (.!if) [i.e., every nontrivial 
subspace of E.JJf that is invariant under /j.JJf is dense in 
Hp (.!if) ], and E.JJf contains at least one analytic vector for 
the representation /j.JJf. However, for the strict (infinitesi­
mal) symmetry groups, i.e., the most important ones in 
GQFT, the irreducibility does not hold, because the invar­
iance of (.rg E nH) for 13 U leads to nontrivial closed invariant 
subspaces for /j.JJf (see Sec. VI). A further one is that the 
subspace E.JJf is a core for aR -:. 

Besides the integration in S(.!if), .!ifelG , we have to 
prove the 1]-isometry of U in Jr', and for this proof we will 
need the existence of what we call a p-entire subspace of 
analytic vectors for the representation /j.JJf (see Definition 3.3 

below). On the one hand, the integrability of /j.JJf in Hp (.!if) 
together with either the skew-symmetry or the irreducibility 
imply the existence of such a p-entire subspace in Hp (.!if) 
(Lemma 4.1 ). On the other hand, the existence of a p-entire 
subspace in Hp (.!if) implies both conditions (a) and (f3) 
(see Ref. 14, Lemma 9.1 and Ref. 21, Proposition 2.3). 

Hence it seems to be a suitable alternative condition, espe­
cially for cases in which neither the skew-symmetry nor the 
irreducibility of /j.JJf in Hp (.!if) holds. 

In the consideration of strict symmetries in Sec. VI we 
need, besides analytic vectors in Hp (.!if), which means anal­
yticity in one single norm 1 .. ·lp , the concept of analytic vec­
tors in the space S(.!if), i.e., analyticity with respect to all 
countably infinite many norms. In order to avoid confusion 
we will call the former vectors p-analytic and the latter 00-

analytic. 
In the following p T denotes the closure of an operator T 

( or of a subspace T in the norm topology) in Hp (.!if). 
Definition 3. 3: (i) An element of 18JneN"Hn (.!if) is 

called p-anaiytic lor a representation /j.JJf of a Lie algebra 9 
with basis X I' ... , X n ifit is analyticfor /j.JJf in the Hilbert space 
Hp (.!if), i.e., if there exists a number M( I,p )eR + such that 
for all meN and i l , ... , im e{l, ... , n} we have 

leDom (p /j.JJf (Xi, ) .... • p /j.JJf (Xi .. ) ), (3.4) 

IP /j.JJf(Xi,)· .••• p /j.JJf(Xi .. )1 Ip<;;;M(/,p)mm!. (3.5) 

(ii) A subspace n~ (A) of p-analytic vectors for /j.JJf is 
called p-entire lor /j.JJf if it is dense in Hp (.!if) and if in addi­
tion there exists a number sell + and for every I En~ ( .!if) a 
number M(/, p)eR+ such that for all meN and 
i l , ... ,im e{l, ... ,n} we have 
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Ip 8Ji'(X; ) ..... p 8Ji'(X; )f I <M(f,p)s"'m!. (3.6) 
I '" p 

(iii) A vector fEnpeNo Hp (&') is called CIJ-analyticjor 
8M if it satisfies the conditions (3.4) and (3.5) for every 
peN°. 

In the case of CIJ -analytic vectors for 8M
, one should 

notice the p-dependence of the constants M(f, p) in the 
inequality (3.5). If .0; (&') denotes the subspace of all p­
analytic vectors for 8M

, then apparently we have 
n;(&') = usea+ .0; (&'). In the special case of the differen­
tial aR -: (aR M) of a continuous representation R -: (R M) 

we will denote the subspace of all analytic ( CIJ -analytic) vec­
tors by o;(d) (~(d»). It is well known (see Ref. 14, 
Theorem 4.4.5.7 and Ref. 15, Theorem 4) that o;(d) is 
dense in u; (d) and hence in Hp (d). From an inspection 
of the proof of this result for Banach spaces (Ref. 14, Chap. 
4, §4.4.5) and the observation of the relation 
~ (d) = npeN" o;(&') it is easily seen (Appendix A) that 
the same holds also for the subspace of all CIJ -analytic vectors 
for the differential aR d in the complete countably normed 
space S( d). Moreover ~ (&') is invariant under aR M and 
RM: 

~(d) = U OO (d) = Sed) 1\ R M (g)~(d) c.;~(d). 
(3.7) 

With these preparations our main result reads as fol­
lows. 

Theorem 3.1: Let Gbe simply connected Lie group and 9 
its Lie algebra with basis {XI, ... ,xn}' Assume G is an infini­
tesimal symmetry group (in the sense of Definition 3.1) with 
the properties (I) for every &' eJ G and peN° the representa­
tion 8d

: g--.End EM is integrable in the Hilbert space 
Hp (d); and (II) for any peN° either 8M (X;); i 
= 1 , ... ,n are skew-symmetric operators in Hp (d) (or 8d is 

topologically irreducible and has at least one p-analytic vec­
tor in EM) or there exists a subspace n;(p) (d) CHp (&') 
that is p-entire for 8M

. Then G is a global symmetry group; 
this means there exists for every d eJ G a unique continuous 
representation R d: G--.Aut S( &') of G and in addition an 
1/-isometric (in general unbounded) representation U: 
G--.Aut ~ QL on the dense subspace ~ QL c.;2 satisfying 
the conditions (V.l)-(V.5). Moreover U(g) is strongly 
continuous in g. 

The proof of Theorem 3.1 is split into two parts [inte­
gration in Sed) = ~N0 Hp (d) and the remainder], 
which are presented in Secs. IV and V, respectively. 

We remark in passing that at least in theories, in which 
either the vacuum '1'0 is an eigenvector of the metric operator 
1/ or 1/ has an inverse, the 1/-isometry of U together with the 
conditions (V.l) and (V.2) imply that the linear operators 
U(g), geG are closable in K (see paper I, Theorem 4.1). 

The fact that only the representations of strict global or 
infinitesimal symmetries lift to corresponding unitary, re­
spectively skew-symmetric, representations in the physical 
Hilbert space K phys = A/flo creates a particular interest in 
the relation between them, i.e., the relation between the con­
ditions (2.15) and ( 3.3) defining strict symmetries. The 
problem is if the differential au of a strict global symmetry 
(G, U) is a strict infinitesimal one [i.e., iP 00 (U) and au 
satisfy condition (3.3)], vice versa, if the integral U of a 
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strict infinitesimal symmetry (g, 8U) is a strict global one 
[i.e., ~n and U(g) ~ ~n satisfy (2.15)]. 

It will be shown in Sec. VI (Theorem 6.1 ) that the pair 
(g, aU) with au the differential of a strict global symmetry 
(G, U) is always a strict infinitesimal symmetry. On the 
other hand, the integral U of a strict infinitesimal symmetry 
is in general not a strict global one. The reason is that even in 
the case of bounded representations the closure of a nontri­
vial and aU-invariant subspace F of fj) 00 ( U) does not need 
to be invariant under U (Ref. 14, the example on page 255) 
unless Fconsists of analytic vectors for au (Ref. 14, Propo­
sition 4.4.5.6 and Ref. 22, Proposition 1). Hence the best one 
can hope for is to find a suitable additional condition on au 
that is both sufficient and necessary for the integral of a strict 
infinitesimal symmetry to be a strict global one. In Sec. VI 
(Theorem 6.3) such a condition is derived. It states that 
fj) 00 (U) nH contains a dense subspace of analytic vectors for 
au that is invariant under au. 

IV. INTEGRATION IN THE COUNTABLY NORM ED 
SPACE 

In the first step we show that the integrability of 8d in 
the Hilbert space Hp (d), together with the first or second 
alternative in assumption (II) of Theorem 3.1, implies the 
third one. Hence with assumptions (I) and (II) of Theorem 
3.1, there exists for every peN° a p-entire subspace for 8M

. 

Lemma 4.1: Let Gbe a simply connected Lie group, 9 its 
Lie algebra with basis {XI"'" X n }, and 8: g--.End E an inte­
grable representation of 9 on a dense subspace E of the Hil­
bert space Hp. Assume that 8 shares at least one of the fol­
lowing properties: (A) 8(X;), i = 1, ... ,n are skew­
symmetric operators in Hp; (B) 8 is topologically irreduci­
ble in Hp and has at least one (p-) analytic vector in E; or 
(C) the integral Rp of 8 in Hp is topologically irreducible. 
Then there exists a subspace .0; c.;Hp that isp-entire for the 
differential8Rp and in case of (A) or (B) is also p-entire for 
8. In addition, .0; is invariant under aRp ' respectively under 
P'6. 

Proof (A) Since all 8 (X; ), i = 1, ... , n areskew-symmet­
ric in H , the integral Rp of 8 is a unitary representation. 

p 2 
Then the Laplace operator 11: = l:7= I aRp (Xi) is essen-
tially self-adjoint on u; (Ref. 14, Theorem 4.4.4.3) and 
moreover we have (Ref. 14, Theorem 4.4.4.5) 

u; = ~ Dom(P~)m). 
m=1 

(4.1 ) 

Due to results of Nelson (Ref. 14, Lemma 4.4.6.7 and Ref. 
15, Lemmas 5.2 and 6.2), this implies the existence of a 
dense subspace .0; c.; up, s> 0, such that for all j en;, all 
mEN and il' ... ,im E{ l, ... ,n}, we have 

laRp (X;, ). '" ·aRp (X;m ) j Ip <M( j)S mm! . (4.2) 

Hence .0; is p-entire for aRp • Moreover from Lemma 9.1 or 
Theorem 5 of Ref. 15 it follows that E is a core for all 
p aRp(X;),i= l, ... ,n: 

p aRp(X;) =p aRp(X;) t E =p 8(X;). (4.3) 

Therefore .0; is also p-entire for 8. We have to demonstrate 
that it is invariant under P'6. Following an idea ofGoodman21 
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we define for meN and leu;, 
Pm (I): = sup{laRp(Xi,)' ..• • aRp(Xim )/lp I 

i1,···,im e{I, ... ,n} }, (4.4) 

and fors>O, 

Gs: = {leu; I i~1 (m!)-Itm Pm (I) < + 0() 

for all te]o,s[}. (4.5) 

By means of elementary calculations it follows at once that 

0.; = G1/s' (4.6) 

For an arbitrary element X = 1:7= 1 aiXi , aieR we define a 
norm relative to the basis of 9 by IX I: = 1:7=1 lai I. Then Eq. 
( 4.4) implies for all keN 

Pm(aRp(X)Y)<IXlkpm+k(/). (4.7) 

From this inequality it is obvious that Gs and thus 0.; is 
invariant under aRp (X). In view ofEq. (4.3), the same is 
true for p 8(X). 

(B) Let heE be an analytic vector for 8. Then for some 
s(h) >0 and all meN and i1, ... ,im e{1, ... ,n} we have 

18(Xi,)' ... ·8 (Xim )/lp<s(h)mm!. 

Hence the subspace nt) of all vectors from E satisfying for 
all meN and i1, ... ,imetl, ... ,n} the bound 

18(Xi,)' ... . 8(Xim )/lp<M(/)s(h)mm! (4.8) 

is nontrivial. Its invariance under 8 follows by literally the 
same arguments as in case (A) if we replace u; by E and 
aRp by 8. Since 8 is topologically irreducible, n;(h) is dense 
in Hp and therefore p-entire for 8. 

(C) Once again a result due to Nelson (Ref. 14, 
Theorem 4.4.5.7 and Ref. 15, Theorem 4), implies the exis­
tence of a dense subspace U; ~ u; of (p- ) analytic vectors for 
the differential aRp of Rp. Taking one of them, say heu;, one 
constructs in exactly the same way as in case (B), respective­
ly (A), a nontrivial subspace n;(h)j~U;, which is invariant 
under aRp and the elements of which satisfy the inequality 
(4.2) [fors=s(h)]. Then Proposition 1 in Ref. 15 or Pro­
position 4.4.5.6 in Ref. 14 deliver the invariance of its closure 

p n;Ch> under Rp. Because Rp is topologically irreducible, 
this closure is equal to Hp and therefore n;Chl p-entire for 
aRp • 0 

The next theorem establishes the integrability of 8d in 
the countably normed space Sed) = npeN" Hp (d). 

Theorem 4.1: Let G be a simply connected Lie group, 9 
its Lie algebra with basis {X1, ... ,Xn }, and8d

: g-End Ed a 
representation of 9 on a dense subspace Ed of 
Sed) = npeN" Hp (d). Assume the linear operators 8d 

(X), Xeg, are closable and presumptions (I) and (II) of 
Theorem 3.1 hold for 8d

• Then there exists a unique contin­
uous representation R d: G_Aut S( d) with the properties 

(1) u«> (d) = n u; (d), 
peND 

(2) Ed ~u«> (d), 

(3) V Xeg' 8d (X) = aR d (X) tEd. 
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Proof The main step in the proof is to show that S( d) 
is invariant under the representations R: of G in Hp (d) 
and theirrestrictionsR: t Sed) coincide for allpeNJ. For 
this it suffices to prove that for all peN and geG we have 

R: (g) = R:_ 1 (g) t Hp (d). (4.9) 

The mapping 
n n 

1·1: g_R, X= 2: tiXi-IXI:= 2:lti l (4.10) 
i=1 i=1 

defines a norm on the R-vector space (g, +, .) and the 
exponential mapping exp: g-G maps some open neighbor­
hood N( tJ) of the zero element in 9 diffeomorphically onto 
an open neighborhood vii (e) of the unit element in G (see 
Ref. 29, Chap. VIII, §6, Proposition 15). According to as­
sumption (II) (of Theorem 3.1) and Lemma 4.1, there ex­
ists a subspace 0.; (d) ~ u; (d), s > 0, which is p-entire for 
8d

• Next we make use ofthe inequality 

V heHpC.Pf» Ih Ip _ 1 < Ih Ip, peN, (4.11) 

which implies 

V
Xeg

' p 8d(X) ~CP-l) 8d (X). (4.12) 

Since Hp (d) is dense in Hp _ 1 (d), it follows from the last 
two relations that 0.; (d) is also (p - 1) -entire for 8.Pf. Fin­
ally we observe that due to Definition 3.2, 8d (X) = aR : 
(X) t E.Pf = aR :-1 (X) t Ed, for allXeg. Hence for all X 
from the open neighborhood 

of the zero element in 9 and all/en; (d), the series 

«> 1 
'" - ~ t· ·t· .... ·t· ~ ,.. '.'2 'm 

m = 1 m. ,., ... ,lmE 1, ... ,n} 

(4.13) 

converges strongly in Hp (d) to R: (exp X) I and due to 
(4.12) in Hp_ tCd) to R :-1 (expX)/. Thus we obtain 
for all g from the open neighborhood 

viis (e): = {expXIXeNs(tJ)} (4.14) 

of the unit element in G all I en; ( d) 

R:(g)1 =R:_ 1 (g)/· (4.15 ) 

For any heHp (d), there exists a sequence (In)neN with 
I n en; (d) and limn .... «> II .. - h Ip = 0, and in view ofthe 
inequality (4.11) lim ........ II .. - h Ip _ 1 = O. Next consider 
the norm 

IR :(g)h -R :-1 (g)h Ip 
<IR :(g)h - R :(g)/ .. lp ( 4.16) 

+ IR 1 (g) I .. - R 1_ tCg)h Ip' 

Due to the continuity of R 1 (g) [ge....Rs (e) fixed] in 
Hp (d) the first term on the right-hand side of (4.16) con­
verges to zero if n goes to infinity and furthermore the se­
quence (R 1 (g) I .. - R 1_ 1 (g)h )neN is a Cauchy sequence 
in the norm 1···lp ' But then, due to the inequality (4.11 ), it is 
also a Cauchy sequence in the norm 1···lp _ 1 • In addition we 
have 
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limIR;'(g)/n -R;'_dg)h Ip-I 
n~"" 

= limIR;'_dg)ln -R;'_dg)h Ip-I =0, 
n~"" 

because R ;'-1 (g) is a continuous operator in H p _ 1 (d). 
Since the norms defining the topology of S ( d) are pairwise 
compatible, the last three properties imply (Ref. 23, Chap. 
I) 

lim IR ;'(g)/n - R ;'-1 (g)h Ip = O. 
n~"" 

This proves that Eq. (4.15) holds for allhEHp (d) and allg 
from the open neighborhood vN" s (e) of the unit element in G 
and therefore for all geG, because G is connected. Thus we 
have established Eq. (4.9) for all pEN and gEG, from which 
in tum we deduce 

V peN,geG' R;' (g) ~ Sed) = R;'_ dg) ~ Sed). 
( 4.17) 

Now we define the representation R d by 

R d: G-Aut Sed), g.--..R d (g): = R;' (g) ~ Sed). 
(4.18 ) 

In view of Eq. (4.17), it is continuous in the topology of 
Sed) = S(R4, Cd)' 

Now Lemma 6.1 of paper I is applicable. Thus the prop­
erty (1) is a direct consequence of Lemma 6.1 ( e ) . II More­
over the relation (4.12), respectively Lemma 6.1 of paper I, 
imply for all PENJ and XEg 

0';+ d d) C;; 0'; (d) A aR;'+ dX) 

= aR;' ~ 0';+ I (d). ( 4.19) 

Let us note in passing that these relations are direct con­
sequences of Eq. (4.9) and the definitions of 0'; (d) and 
aR;' (X) (see paper I Sec. VI). Now from presumption (I) 

and Definition 3.2, we obtain Ed C;;u; (d) for all pEND. 
Therefore property (2) follows immediately from (1) and 
the first part of the relation (4.19). Finally, from the defini­
tions of the differentials aR d and aR ;', property (1), and 
relations (4.19), we deduce for every pEND and X Eg 

( 4.20) 

But then property (2) in combination with presumption (I) 
and Definition 3.2 imply property (3). 

It remains to prove the uniqueness of the representation 
R d. Assume there exists a further continuous representa­
tion.k d: G-Aut Sed) with properties (1), (2), and (3). 
Denote by .k ;' its continuous extension to the Hilbert space 
Hp (d) and by 0'''' (d), 0'; (d), a.k d, and a.k -: the cor­
responding subspaces of ~ '" -vectors, respectively the dif­
ferentials. Then according to Lemma 6.1 of paper I, relations 
( 4. 9) and (4.19) hold also for them. They in tum imply in 
combination with the properties (2) and (3), for all pEND, 

Ed C;;O'; (d) A V XEg' 8d (X) = a.k -: (X) ~ Ed. 

However, this is in contradiction to the fact that the integral 
of 8d in the Hilbert space Hp (d) is unique. 0 
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V. UNBOUNDED REPRESENTATIONS IN K 

For the construction of the (in general) unbounded rep­
resentation of G in the unphysical Hilbert space, we need 
first of all some properties of the extended tensor products of 
the representations R d, their continuous extensions in a sin­

gle norm 1···lp = ~p onto the corresponding Hilbert 
spaces Hp (dl , ... , d L ), the differentials of all of them and, 
last but not least, the p-entire subspaces for the differentials. 

On the completed tensor products S( d l , ... , 

d d = ® f = I S( d;) of the nuclear spaces S( d) the ex­
tended tensor products R d,,,.dL(g): = ®f= IR d'(g) de­
fine a continuous representation R d t"··d L : G-Aut­
S(dl, ... ,dL ), g_Rd,,,.dL(g) of G (paper I, Theorem 
3.1 11

). Moreover the principle of uniform boundedness 
(Ref. 30, Theorem V.7) implies that R d,,,.d L is uniformly 
bounded on some neighborhood of the unit element of G. 
Since R d ,,,.d L is a con~inuous representation, it possesses a 
dense invariant subspace 0'''' (dl, ... ,d L) of ~ '" -vectors 
and its differential defines a representation aR d ,,,·d L: 

g_End 0'''' (d I, ... ,d L) of the Lie algebra 9 of G. For all 
lEO'''' (dl, ... ,d d and hEU"" (!!lJ 1, ... ,!!lJ N) we have 

aR d''''dL:?iJ'''':?iJN(x)(1 ®h) 

= (aR d,,,.dL(X)/)®h + I ®(aR :?iJ'''·:?iJN(X)h). 

(5.1 ) 

As already mentioned in Sec. II, in the nuclear spaces 
S( d I, ... ,d L ) we have at least three equivalent topologies, 
the projective (1T-) topology, the inductive (E-) topology, 
and a further one defined by a countable set of norms 

1 .. ·lp = ~P' which are derived from scalar products. 

If Hp (d I, ... ,d L) = p S( dl, ... ,d L ) denotes the comple­
tion of S( dl, ... ,d L ) in the norm 1 .. ·lp [which should not be 
confused, for instance, with the completion in a projective 
(1T-) norm], then S(dl, ... ,d d is once again the intersec­
tion ofthe countable set of Hilbert spaces Hp (d I, .. ·,d L ), 

PENJ (see Sec. II). For every gEG there exist a unique contin­
uous extension R :''''dL(g) of R d''''dL(g) onto 
Hp (dl, ... ,d L ). These extensions define a strongly contin­
uous representation R : ,,,.d L: G-Aut Hp (dl, ... ,d L) of 

G. If 0'; (dl, ... ,d L ) and aR :,,,.d L denote the correspond­
ing subspace of ~ '" -vectors, respectively the differential of 
R :,,,.d \ then Eq. (4.1) holds also for them. Moreover from 
Lemma 6.1 of paper I, we know 

0';+ 1("') C;;u;( .. ·) A 0''''( ... ) n 0':("'), (5.2) 
nEN° 

aR ;'+ dX) = aR ;'(X) ~ 0';+ I ( ... ), (5.3) 

aR"'(X) =aR;'(X) ~u"'( .. ·). (5.4) 

Let@f= I Hp (d;) denote the projective tensor pro-
duct of the normed spaces Hp (d) = Hp (R4 , Cd ); i.e., the 
completion of the algebraic tensor product ® f = I Hp (d i ) 

in the (projective) 1T-norm (Ref. 25, Chap. 43) 

(5.5) 
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For all Ie ® f = I S( .91 i) eS( .91 10"".91 L ) it plainly follows 
that 

(5.6) 

SinceS(d) is dense in Hp (.91), the last two relations imply 
the inclusions 

S(.rf w .. ,.rf L ) r;;IJ!f Hp e.rf i) C;Hp e.rf I'···'.rf L ), e 5.7) 
1=1 

and every member of this chain is dense in its successor(s). 
With these preparations it is not hard to prove the fol­

lowing lemma. 
Lemma 5.1: Let Gbe a simply connected Lie group, g its 

Lie algebra with basis {XI, ... ,x,,}, and 6dj: g-+EndE
d

" 

j = 1, ... ,L, representations of g on the dense subspaces 

Ed,C;S(.rf) = n H,,(d). 
neN° 

Assume that for every je{ 1, ... ,n} and pe~, 6d
, is integrable 

in Hp (.rf) and Hp (.rf) contains a subspace n;J (.91), 

s) = s) (p) > 0, which is p-entire and invariant for 6d 
J. Then 

we have the following. 
(i) The tensor product 

n;e.rfI, ... ,.rfL ): = ®Ln;J(.rf), 
J=I 

with S = :I7 = IS) is contained in 0"; (.rf 1""'.91 L) and p­

entire for aR -:""dL
; i.e., it is dense in Hp (.rf 1""'.91 L) and 

all its elements satisfy, for every meN and ilt ... ,im e{l, ... ,n}, 
the bounds 

laR -: •... dL(Xi.)· .. · ·aR -: .... dLeXim )/lp <M(/)~m!, 
(5.8) 

withs = :Ij= I s) independent of I. 
(ii) n; (d It ... ,.rf d is invariant under aR -: .... d L

• 

Proof According to Ref. 21, Theorem 1.1 or Ref. 11, 
Theorem 6.1 it is true that 

O";e.rf) = n n Dom(PaR;'(Xi»m). e5.9) 
meNie{I ..... n} 

Since p 6'" (X) C;p aR;' (X), it follows from Eq. (5.9) and 
Definition 3.3 that n; (.rf) C; 0"; (.rf) and therefore 

® L n; (.91;) C; ® LO"; (.rf;) eO"; (.91 I""'.rf L)' (5.10) 
i=1 ;=1 

For the remainder of the proof we can restrict ourselves, 
without loss of generality, to the case L = 2. The general 
case then easily follows via complete induction from the as­
sociativity of the tensor product and the literal repetition of 
the arguments below. 

Consider an arbitrary element I = :If= I I~ ® I~ with 

lien;Je.rf j)' j = 1,2. Since n;J(.rf) isp-entire fo~ aR-:J 
we have for all meN; all i l , ... ,ime{l, ... ,n}, and someM(li) 
eR+: 

(5.11 ) 

From this inequality and the analog ofEq. (5.1) foraR ;'.d, 
and 0"; (.rf I' .rf 2) we deduce, by some elementary combina­
torical gymnastics, 
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I [J(aR : .... dL(Xjk)]1 Ip 

<,tJM(/~)! I~ !p(SI)mm! 

+ M(/~ )M(/~) ~~11(7)(SI)m-V(S2)V(m - v)!v! 

+ ! I: IpM(/~ )(S2)mm!}. (5.12) 

This leads immediately to the inequality (5.8), if we define 
s: = S I + S2 and 

N A 

M(/): = L max {M(/~_r) 1/~lp, 
t=1 

M(/~ )M(/~ )Ir = 1,2}. (5.13) 

It remains to prove that n; (.rf It .rf 2) is dense in Hp (.rf I> 
d 2)· Due to relation (5.7), Hp (.rf I) ®Hp (.rf 2) is dense in 
Hp(d l , d 2). Consider an element h=:If=1 h~ ®h~ 

eHp (.91 1) ®Hp (.rf2). Since n;J (d) is denseinHp (d), 
there exists for every E> 0 an element lien;J (.rf) with 

Ihj-Ijlp<E. (5.14) 

Now the element I: = :If= I I: ® I~ is from n; (.911, 
.912 ), By an elementary calculation we gain 

N 

h - I = L {( I~ - h ~ ) ® (h ~ - I~ ) 
t=1 

+ h: ® (h ~ - I~) + (h: - I: ) ® h n. 
(5.15) 

The last two relations imply 

N 

Ih - IIp<~N +E L (Ih: Ip + Ih~lp)' (5.16) 
t=1 

This proves part (i). Part (ii) follows directly from the cor­
responding property of the constituents of n; (.91 I' 
... ,.rf L)' 0 

For the proof of the following theorem we need the anti­
linear and isometric (with respect to every norm 1 .. ·lp , 

peN°) bijection 

~ L: S(.rf I>''''.rf d-+S(.rft , ... ,.rfT> - S(.rf £t ... ,.rf I), 

which is generated by 

Here, ~ L = ~ L (.rf I>"".rf L)' and possesses a unique iso­
metric extension onto every Hilbert space Hp (.rf It ... ,.rf L), 
which we again denote by ~ L' By direct calculations, it is 
easy to verify the following equations: 

~ L 0"; (.rf I'·"'.rf L) = 0"; (.rf L , ... ,.rf I)' 

~ Ln;(.rfI, ... ,.rfL ) = n;(.rfu ... ,.rf l ), (5.17) 

tj>d .... dL(/)* = tj>dr, ... d r (~LI), IES(.rfI, .. ·,.rf L)' 
(5.18) 
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CC LR :r"oW'(g)CC L I 1= R /, ... OWL(g)], 

I eHp (.x£ I'···.x£ L ), 

CC LaR :c'oW,(X)CC L-II = aR /, ... J1tL(X)/, 

I EUp (.x£ I'·'·'.x£ L ). (5.19) 

Theorem 5.1: Let G be a simply connected Lie group, 9 
its Lie algebra with basis {XI, ... ,Xn } and 8oW: g~End EoW a 
representation of 9 on the dense subspace EoW ~S(.x£), 
.x£e/a . Assume that G is an infinitesimal symmetry group 
for which the conditions (I) and (II) of Theorem 3.1 hold. 
Then there exists an 7]-isometric (in general unbounded) 
representation U: G~Aut pj) QL' g~U(g) with the proper­
ties (U.l )-(U.5) (in Sec. II resp. Sec. III). Moreover U(g) 
is strongly continuous in the group elements g. 

Proof: (a) Existence, continuity in g, and conditions 
(U.l) and (U.2). On the generating vectors of pj)QL we 
define Uby 

U(g)'I'o: = '1'0' 

U(g) t/Jow, ... owL(/)'I'o: = t/Jow, ... owL(R ow, ... owL(g) 1)'1'0' 

(5.20) 

I ES(.x£ I'···'.x£ L ), .x£ I'···'.x£ L e/ a, LeN, 

and on the remaining ones by linear extension. Then obvi­
ously U is a representation of G on pj) QL since all R oW , .•• ow L 

are representations ofG onS(.x£ w .. ,.x£ L)' The domain and 
covariance conditions (U.l) and (U.2) (in Sec. II) are tri­
vial consequences of these definitions. The strong continuity 
of U(g) ing follows from Theorem 3.2(2) in paper I (to be 
more precise it follows by literal repetition of the proof of 
part (2) of Theorem 3.2). 

(b) 7]-isometry (condition (U.3) in Sec. II). In order to 
establish the 7]-isometry of U on pj) QL it suffices to prove 
that for all I ES(.x£ I'"'' .x£ L ), all hES( ~ I"'" ffB N ) and all g 
from an open neighborhood 1(e) of the unit element eeG 
we have 

( t/Jow' ... owL(/)'I'o, 7] t/J&i''''&iN(R &i''''&iN(g-l)h )'1'0) 

_ ( t/Jow' ... owL(R ow, ... owL(g) 1)'1'0' 7] t/J&i''''&iN(h) '1'0) = o. 
(5.21 ) 

Since pj) QL is contained in D and D is invariant under 7], the 
map 

B: S(.x£ L'''''.x£ t> XS(~ 1,· .. ,ffB N )-4:, 

(/,h )~B( I,h) = ('1'0' t/Jow'!. ... owt (/)7] t/J&i''''&i N(h )'1'0) 
(5.22) 

is a separately continuous bilinear functional and thus by 
virtue of Schwartz's nuclear theory it has a unique extension 

to a continuous linear functional Wow'!. ... &i Non 

S(.x£!, ... ,ffB N) = S(.x£!,···,.x£r) ®S(~ 1,· .. ,ffB N) 

with Wow'!. .. ·&iN(1 ®h) = B(/, h). Now Eq. (5.21) is equi­
valent to the following one for all I eS(.x£ l>""'.x£ L ), 

heS(ffB 1, ... ,ffB N)' andge1(e): 
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woWt .. ·&ii (CC L I) ® (R &i''''&iN(g-l)h ) 

- (CC LR ow, ... owL(g) I) ® h ) = o. (5.23 ) 

Since every continuous linear functional is of finite order, 
there exists (Ref. 23, Chap. I, §41 and 42) a minimalpoeN° 

and a unique continuous linear functional W;:t .. ·&i N on the 
normed space Hp. (.x£!, ... ,ffB N) such that, for all 
I eS(.x£! , ... ,ffB N ), 

(5.24) 

Let IX I, Xeg denote the norm on 9 relative to the basis {XI"'" 
X,.} explicitly given in relation (4.10). According to Propo­
sition 15 in Ref. 30, Chap. VIII, §6 and the comments to it, 
there exists an open neighborhood Q( tl) of the zero element 
in 9 such that the exponential mapping exp g~G maps 
Q( d ) diffeomorphically onto an open neighborhood 
1 (e) = exp[Q( tJ)] of the unit element in Gwith the prop­
erty 

g=expXe1(e):::}g-Ie1(e) A g-I =exp( -X). 
(5.25) 

Fors>O we denote by Qs (tJ) and1s (e) the open (sub-) 
neighborhoods Q. (d): = {XeQ(d) IIX I < lis}, respec­
tively 1. (e): = exp[Q. (d)]. 

In virtue of the presumptions of Theorem 5.1 (resp. 
Theorem 3.1) we can apply Lemma 4.1 and Lemma 5.1. 
Hence there exist subspaces 

n;. (.x£ I""'.x£ L ) = t: ~ n;~ (.x£ j CHp• (.x£ I'''·'.x£ d, 
L 

S = ~::Sj >0, 
j=1 

n; (~I, ... ,ffBN) = ®Nn'i(~j)CHp (ffBl""'~N)' 
o j= 1 0 0 

N 

t= Itj>O, (5.26) 
j=1 

which are po-entire for aR ;: ,· .. ow L, respectively aR :., ... &i N, 

and in addition invariant under these differentials. Further­
more relations (5.7) and (5.18) imply 

(~ L n;. (.x£ I'·"'.x£ L) ) ® n;. (~ l,· .. ,ffB N) 

CHp• (.x£! , ... ,.x£r'IiitIp• (~l, .. ·,ffB N) 

c;;,Hp. (.x£!, ... ,ffB N)' (5.27) 

and every member of this chain is dense in its successor(s). 
Letg = expX, X = ~?= I tjX;, be an arbitrary element 

of 1, (e) with r: = maxis, t}. Then for every len~: ( ... ), 
the infinite series 

R'" (expX)1 = ~ _1_ ~ t· ·t·· .. · ·t· 
Po ~ 1.. ' 1 '2 'm 

m = I m. 1Jt"""mE I •...• n} 

(5.28 ) 

converges in the po-norm. This in turn implies by virtue of 
the continuity of the isometric operator CC L and the linear 
functional W~: that the following equation holds for all 
len;. (.x£I""'.x£ d, hen;. (~I, .. ·,ffB N)' and g = expX 
e1, (e): 
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We are going to show by means of the 1J-skew-symmetry of 
~ U(X) on g E ~!P n that the wavy bracket vanishes for ev­
ery meN. First of all, it follows from Eqs. (5.1), (5.2), and 

part (3) of Theorem 4.1 that for all Xeg and f jeE.d j
, 

j = 1, ... , L, we have 

aR .d1 ... .dL(X)(®L f ) 
Po j= I J 

L 

= Lfl® .. ·®f;-I 
;=1 

(5.30) 

The Eqs. (3.2) and the 1J-skew-symmetry of 6U(X), togeth­
er with Eqs. (5.22) and (5.24) imply for all 

f= ®L fjeE(dl, ... ,dL ):= ®LE.d}, 
j=1 j=1 

all 

h = ®LhjeE(f!lJI, ... ,f!lJN): = ®NE&1} 
j=1 J=I 

and 

X;eg; i = 1, ... ,n; 

w;:r···&1N( ['G' LaR;:,···.dL(X;)f] ®h 

- ('G'Lf)® [aR: ,···&1N(X;)h]) =0. (5.31) 

In the next step we extend the validity of Eq. (5.31) to all 
elements of the form a = ® r= I a;eO;' (d ..... ,d L ), re­
spectivelyb= ®~=I bjeO;o (f!lJ1, ... ,f!lJN ). Due to Defini-

tion 3.3 we have O;~ (dj)~Dom(PO 6J,l}(X;» for all 
i = 1, ... ,n. Hence there exists [Ref. 31, Chap. III, §5(3)] a 

sequence (f~ hEN with f~eE.d) = Dom(6.d }(X»), Xeg 
such that 

lim IPO ~d}(X;)aj -6.d}(X;)f~ Ipo =0. 
k_oo 

(5.32) 

With the abbreviation fn: = ® r= I fi we deduce from 
Eqs. (5.30) and (5.32) via elementary calculations with ten­
sor products 

limla-fkl =0 
k---+oo Po 

1\ lim I aR ;:1···.dL(X;)(a - fk) I Po = O. 
k-oo 

(5.33) 
Denote by (hk ) keN' hk = ® f= I h ~eE( f!lJ }> ... ,f!lJ N ) the cor­
responding sequence for b = ® f= 1 b;. By virtue ofthe lin­
earity and continuity of the functional W;;" the following 
inequality is true for every keN and some lIJ > 0: 
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(5.29) 

I 

IW .dr··.&1N(['G' aR.d,···.dL(X.)a] ®b Po L Po I 

- ('G'La) ® [aR:,···&1 N(X;)b]) I 
";lIJ{1 ['G' LaR ;:I ... .d L(X;)a] ® b 

_ ['G' aR.d,···.dL(X.)fk ] ®hkl 
L h I h 

+ I ('G' La) ® [aR :, ... &1 N (X;)b ] 

- ('G'L fk) ® [aR :, ... &1N(X;)h k] Ipo}. (5.34) 

Observing the isometry of the operator 'G'L we easily get the 
further estimate for the first term on the right-hand side: 

I [ 'G' LaR ;:I ... .d L(X;)a] ® b 

- ['G'LaR;:,···.dL(X;)fk] ®hklpo 

..; laR ;:1···.dL(Xj ) (a - fk) Ipo ·Ib - h k Ipo 

+ laR ;:1···.dL(X; )alpo ·Ib - h k Ipo 

+ Ib Ipo ·laR ;:1···.dL(X;)(a - fk) Ipo ' (5.35) 

and a similar one for the second term. Taking the limit k-+ 00 

we deduce from relations (5.33)-(5.35) thatEq. (5.31) re­
mains true for all elements of the form a = ® 7 = I a j 
eO;o(dl, ... ,dd and b= ®~=I bjeO;o(f!lJI, ... ,f!lJN)' 
However, then it follows via elementary calculations with 
tensor products using the linearity of W;: and the antilinear­
ity of 'G'L that Eq. (5.31) is also truefor all linear combina­
tions of such elements, this means for all aeO;o (d I,· .. ,d L ) 

and all beO;o (f!lJ 1, ... ,f!lJ N)' According to part (ii) of 
Lemma 5.1 these spaces are invariant under aR ;: I···.d L, re­

spectiVely aR : 1···&1 N. Therefore by repeated applications of 
Eq. (5.31), we obtain for all f eO;o (d I, ... ,d L ), all heO;o 
(f!lJ 1, ... ,f!lJ N ), and all meN, 

W;:r···&J N([ 'G'L Ct(aR ;:I ... .d L(X;))f ] ® h ) 

= (_l)m w ;:r ... &1{('G' Lf) 

(5.36) 

Feeding this result back into Eq. (5.29), we see that the wavy 
brackets on the right-hand side vanish for every meN. 
Hence, the equation 

w;:r ... &1N( ('G' Lf) ® [R :''''&IN(g-l)h ] 

- ['G'LR;:,···.dL(g)f] ®h )=0 

holds for gEJI r (e), all feO;o (d l, ... ,d d, and all h 
eO;" (f!lJ 1, ... ,f!lJ N)' Because these spaces are dense in 
Hh (d1,· .. ,dL ), respectively Hpo (f!lJ1, ... ,f!lJN), we can 
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use once again the continuity properties of R ;~, rc L, and 
W;~ to establish the validity of Eq. (5.37) for all 
f Ellpo (d I>" •• ,d L ) and all hEllpo (ffJ 1, ••• ,flJ N ). Finally in 
view of the relations S( ••• ) CHp ( ... ) and R'" (g) = R ... 

o Po 

(g) ~ S(···), Eqs. (5.37) and (5.24) imply that conditions 
(5.23), or equivalenty (5.21) hold true for all g from the 
open neighborhood 1 r (e). This proves the l1-isometry of 
U(g) on 9) QL for all ge.A'r (e), and therefore for all gEG, 
because G is simply connected. 

(c) Conditions (U.4) and (U.S). In view of the contin­
uityof U(g) ing, the properties (U.4) and (U.S) (explicitly 
stated in Sec. III) follow in a straightforward way from 
Theorem 4.1, and the results of Sec. V in paper I, especially 
from Theorem 5.1 and statements (I)-(IV)II on the struc­
tural properties of the differential aR d,···d L of the contin­

uous representation R d""d L
• 

This completes the proof of Theorem 5.1. 0 

VI. STRICT GLOBAL AND INFINITESIMAL 
SYMMETRIES 

In this final section we will investigate the interrelation 
between strict global and strict infinitesimal symmetries, 
which are singled out by the additional condition (2.15), 
respectively (3.3). We first show that the differential of ev­
ery strict global symmetry is a strict infinitesimal one. 

Theorem 6.1: Let G be a global symmetry (Lie) group 
with Lie algebra g, U its l1-isometric representation on 
9) QL :::> 9) n , 9) 00 ( U) the dense subspace of COO -vectors for 
U, and au the differential of U. Ifthe pair (G, U) is a strict 
global symmetry, i.e., V geG' U(g) (9)n nH) <;,9) n nH, then 
the pair (g, aU) is a strict infinitesimal symmetry, i.e., it 
satisfies the conditions 

D 00 (U)nH = H A V XEg' aU(X)(D 00 ( U)nH) 

<;, 9) 00 (U)nH. (6.1) 

Proof the subspace 9) n nH is dense in 9) QL nH and in 
view of the covariance condition (u. 2) the subspace 9) QL is 
invariant under U. Then the invariance of 9) n nH, the covar­
iance condition (U.2b), the continuity of the representa­
tions R d ,···d \ and the weak closedness of the Hilbert space 
H imply (see the proof of Corollary 3.2 in paper I) the invar­
iance of 9) QL nH, 

V geG' U(g)(9) QLnH) <;, (9) QLnH). (6.2) 

Now the second one of the conditions (6.1) is a direct conse­
quence of the definition of 9) 00 (U) in Eq. (2.16) and of the 
differential au, 

au(x) = s-lim t -I [ U( exp tX) 'I' - '1'], 'l'E9) 00 ( U). 
t----O 

(6.3) 

The subspace of '{f 00 -vectors 9) 00 (U) <;, g QL is invariant 
under aU(X), XEg and U(g), geG. Therefore if 
'l'E9) 00 (U)nIl, then for every t #0 and XEg the vector 
t -I [ U( exp tX) 'I' - '1'] is from 9) 00 nIl. However this im­
plies the same to be true for the limit because H is a closed 
subspace of K. 

From the linearity of the field operators f/J'" (f) it fol­
lows that the set 
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S(dl, ... ,dL ): = {fES(dl, ... ,dL)1 f/Jd, ... dL(f)'I'oEll} 

(6.4 ) 

is a subspace of S( d I, ... ,d L ). Since H is a closed subspace 
of K the continuity of f/J'" (f) in f implies that S( d I'''', 

d L ) is a complete, countably normed space. Moreover due 
to relation (6.2) and the covariance condition (U.2), the 
space S(dl, ... ,dL ) is invariant under R d''''dL. Thus, the 
restrictions of R d,,,.dL(g), geG, to S(dl, ... ,d L) define a 
continuous representation 

Rd''''dL: G--+AutS(dl,· .. ,dL ), 

(6.5) 

of G on the complete, countab1y normal space 
S(dl, ... ,d L)' R d, .. ·dL possesses a dense invariant sub­
space (TOO (d I, ... ,d L) of rc 00 -vectors (Ref. 14, Chap. 4, 
§4.4). Plainly we have (TOO (d I, ... ,d L ) CO''''' (d I, ... ,d L ) 
and moreover 

9)00 (U)nIl 

= LH{'I'o, f/Jd, ... dL(f)'I'olfe(T"" (dl,· .. ,d L); 

dp ... ,dLEJG ; LeN}, 

respectively (6.6) 

9)QL nH 

= LH{'I'o, f/Jd''''dL(f)'I'o/feS(dl, ... ,d L); 

dl, ... ,dLEJG ; LeN}. 

Now obviously 9) 00 (U)nH is dense in 9) QLnIl because 
(T"" ( ... ) is dense in S( ... ); 9) QLnIl contains §J n nIl and by 
assumption A.lV of Sec. II, the latter is dense in H. There­
fore 9) "" (U)nIl is dense in H. 0 

From the arguments given at the end of Sec. III it is clear 
that the converse of Theorem 6.1 cannot be true in general. 
These arguments also indicate that we have to look for some 
additional conditions in terms of analytic vectors. In the next 
step we prove that the integral of a strict infinitesimal sym­
metry is a strict global one if for every peN° and d EJ G the 
subspace 

.o;(d): = O:(d)n{fES(d)lfeE d A f/Jd (f)'I'oEll} 
(6.7) 

of p-analytic vectors for 8d is dense in the subspace 
Sed) = {fES(d) I f/Jd(f)'I'oEll}. Roughly, this means 
that sufficiently many of the analytic vectors from 9) "" (U) 

lie in H. Due to the relation feEd in Eq. (6.7), this condi­
tion will in general not be a necessary one. However, as will 
be seen below, a slight change leads to a necessary and suffi­
cient condition. On the other hand, the above one seems to be 
more suitable for the applications. 

Theorem 6.2: Let G be a simply connected Lie group 
with Lie algebra g, 8d : g--+EndEd, dEJG , and 8U: 
g--+End g E representations of g satisfying the conditions of 
Theorem 3.1, R -: the integral of 8d in Hp (d) and 0: (d) 
the dense invariant subspace of analytic vectors for aR -:. If 
the pair (g, 8 U) is a strict infinitesimal symmetry and in 
addition for every pE~ and dEJG the subspace .0; of p­
analytic vectors for 8d is dense in S ( d ), then the pair (G, 
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U) with U the integral of 0 U in !J't' is a strict global symme­
try. 

Proof Let Hp ( .. , ) CHp ( ... ) be the completion in the 
norm 1 .. ·lp of the complete countably normed ~ace S( ... ) 
defined in Eq. (6.4). From the completeness of S( ... ) it fol­
lows (Ref. 23, Chap. I, §3.2) that 

S(d1, ... ,dL ) = n Hp(d1, ... ,dL ). (6.8) 
PoEN° 

With the abreviation 

k"": = E""rS(d) 

= {/eS(d) I lEE "" 1\ 1jJ""(/)'IIoeH}, (6.9) 

we obtain from Eq. (3.1) 

fg EnD = LH{'IIo, 1jJ"".···""L(/)'IIol Ie ® L k""'; 
;=1 

(6.10) 

In the first step we prove that Hp (d) is invariant under 
R -: (g) for all geG. By virtue of the invariance condition 

'fixeD' oU(X)(fg EnD) r;,fg EnD, (6.11) 

the covariance condition (3.2), and Eq. (6.10), it follows 
that for every leE"" andXeg the vector 

oU(X) 1jJ""(/) '110 

= 1jJ""(aR "" (X) 1)'110 = 1jJ""(aR -: (X) 1)'110 

is from fg EnD and therefore aR -: (X) I from k "". Thus 
k "" is invariant under aR -: and the same is then true for 
n;(d) = cr;(d)nE"" because the subspace cr;(d) of all 
p-analytic vectors for aR -: is invariant under aR -:. Now 
Proposition 1 in Ref. 22 (also Proposition 4.4.5.5 in Ref. 14) 
states that the closure pn;(d) = PS(d) = Hp (d) is in­
variant under R -: (g) for all geG. 

In the second step we generalize this result to the ex­

tended tensor products R :.···""L(g). Plainly the invariance 

of n; (d j ) under aR : J implies the invariance of !he alge­
braic tensor product n; (d1,· .. ,d L): = ®~= 1 n;(d j) 

under aR :.···""L, because for 1= ® ~= 1 I j we have 

aR:· .. ·""L(X)1 
L 

= 2:./l® .. ·®li-1 ®aR:'(X)/,.®li+1 ® .. ·®IL· 
;=1 

(6.12) 

Theproofthatn; (d1, ... ,dL ) isdenseinHp (dl> ... ,dL ) 

and consists only of analytic vectors for aR : •... "" L is literally 
the same as the proof of Lemma 5.1. We just have to put 
if = 1 and replace n; ( ... ) by n; ( ... ), Hp ( ... ) by Hp ( ... ), 
and S j by S j (f,p). Now we can aply once again Proposition 
1 of Ref. 22 (also Proposition 4.4.5.6 of Ref. 14) and obtain 

the invariance of Hp (d l, ... ,d L) under R :.···""L. But then 
Eq. (6.8) together with 

R...-····""L(g) =R:'···...-L(g) t(nHp(d1, ... ,dL ») 
peN 

implies that the space S( d l, ... ,d L) is invariant under 

R :.···""L. In turn, from the second of Eqs. (6.6) and the 
covariance condition (U.2), we deduce that fg QL nH is in-
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variant under U. Since fg n is a U-invariant subspace of 
fg QL the same is true for fg n nD. 0 

At a first glance it seems that in the proof of Theorem 6.2 
we did not use the first part of condition (3.3), which defines 
a strict infinitesimal symmetry. However this is not true, 
since it is a necessary condition for n;(d) to be dense in 
Sed). 

As we have already remarked, due to the restriction 
lEE"" in the right-hand side of Eq. (6.7) the density of 
n;(d) in Sed) will in general not be a necessary condi­
tion. A necessary and sufficient condition is obtained if we 
enlarge the subspace n;(d) by dropping this restriction 
and demand that for every peN> and dEl G the subspace 
iY;:(d): = cr;(d)rS(d') is dense in Sed) and invariant 
under aR -:. If 0'" (d) r;, (TOO (d) denotes the dense invar­
iant subspace of 00 -analytic vectors for aR "" (see Appendix 
A), then by virtue ofthe equations 

o"'(d) = n ct:(d) 
neN° 

(6.13) 

we arrive at the equivalent condition, that for every dElG 
the subspace 0'" (d): = 0'" (d)rS(d) of 00 -analytic vec­
tors for aR "" is dense in Sed) and invariant under aR "". 
This again means that the subspace fgoo (U)nD contains a 
dense aU-invariant subspace of analytic vectors. 

Theorem 6.3: Let (G, g, 0"", oU) be as in Theorem 6.2, 
R "" the integral of 0"" in Sed) = S(lR4 , Cd) and 0'" (d) 
the dense invariant subspace of analytic vectors for aR "". 
Assume that the pair (g, 0 U) is a strict infinitesimal symme­
try. Then the pair (G, U) with U the integral 0 U in !J't'is a 
strict global symmetry if and only if for every dEl G the 
subspace 0'" (d): = 0'" (d)rS(d) ofanaltyic vectors for 
aR "" is invariant under aR "" and dense in S( d). 

Proof (1)¢::: For every peN°, iY;:(d) is an invariant 
subspace of p-analytic vectors for aR -:' which is dense in 

Hp (d) = p S( d)' Then Proposition 1 in Ref. 22 (or Pro­

pos~ion4.4.5.6inRef.14) tells us that its closure P iY;:(d) 
= Hp (d) is invariant under R -: (g), geG. For the remain­

der of the proof jump directly to the second step in the proof 
of Theorem 6.2. 

(2)=:}: Assume that the pair (G, U) is a strict global 
symmetry. In the proof of Theorem 6.1 it has been shown 
that Sed) is a complete, countably normed subspace of 
Sed) that is invariant under R "". Therefore, the restric­
tions of R "" (g), geG, onto S( d) define a continuous repre­
sentationR "": G-AutS(d),~R ""(g) t Sed) ofG on 
a complete, countably normed space. Its differential aR "": 
g-End 0-00 (d) exists (Ref. 14, Chap. 4, §4.4) and shares 
the properties 0-"" (d) = 0 00 (d)rS(d) isdenseinS(d), 
and moreover 

(6.14 ) 

According to Appendix A and Ref. 14, Chap. 4, §4.4, there 
exists a dense subspace 0'" (d) r;,o-oo (d) of oo-analytic 
vectors for aR "" that is invariant under aR "". Due to Eq. 
(6.14) it is also an invariant subspace of 00 -analytic vectors 
foraR "". 
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APPENDIX A: NELSON'S THEOREM 

In the investigation of strict symmetries in Sec. VI we 
needed the generalization of a well-known result of Nelson 
(Ref. 15, Theorem 4) to complete, countably normed 
spaces. Nelson's theorem states that a continuous represen­
tation of a group G in a Banach space has a dense invariant 
subspace of vectors, which are analytic for its differential. 

Theorem: Let S = npeNo Hp with Hp = p S be a complete 
countably normed space with pairwise compatible norms 
1I···lIp, pEN°, R a continuous representation of a connected 
LiegroupG (with Lie algebra g) onSandRp the continuous 
extension of R ontoHp. Denote by u'" (u;) and aR(aRp ) 
the dense subspace of CC 00 -vectors respectively the differen­
tial of R (R p ). Then the subspace if' = npEN0 cr; ~ u'" of all 
00 -analytic vectors for aR is dense in u'" and invariant un­
der R andaR. 

Proof The proof follows directly from the Garding­
Nelson trick (Ref. 14, §4.4.5) by means of which the analo­
gous result is obtained in a Banach space. With minor modi­
fications we retain the definitions and notations used in Ref. 
14, Chap. 4. Let CC;' (G) denote the vector space of all infi­
nitely often differentiable functions with compact support 
on G and dG , the left invariant measure on G. Then the 
Garding subspaces 

H;:={LdG(g)lc(g)Rp(g)hl/cECC;'(G) 1\ hEHp}, 

S",: = {LdG(g)lc(g)R(g)h I/cECC;' (G) 1\ hES} 

(Al) 

are dense invariant subspaces of u;, respectively u'" (Ref. 
14, §4.4.I). Plainly they satisfy S'" = npEN" H;. Now the 
Garding-Nelson trick consists of replacing I c in the inte­
grals by the kernels 

(A2) 

If aL denotes the differential of the left regular representa­
tionL ofG on .2"2(G), then A(A) is the closure of the essen­
tially self-adjoint operatoraL(~7= I (Xi )2) with {XI"'" XII} 
a basis of g. According to Nelson and Garding (Ref. 14, 
§4.4.5), for every hEHp, I c ECrt ;' ( G), and tER + , the vector 

ht: = LdG(g)Kt(g)Rp(g)h (A3) 

is an element from cr; and moreover 

~~llht - LdG(g)lc (g)Rp (g)h lip =0. (A4) 

The last equation implies that the subspace 

H;: = {htlhEHp, IcECrt;' (G), tER+} 

is dense in the Garding space H; and thus dense in u; and 
Hp. Now the generalization of this result to the space 
S = npEN" Hp simply rests on the fact that it holds in every 
Banach space Hp , pEN° with the kernels Kt (g) being inde-
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pendent of p! Thus if h is from S then due to 
R(g) = Rp (g) ~ Sand (A3) ht is from cr; for every pEN° 
and therefore from if' = npEN0 cr;. Furthermore since the 
limit relation (A4) holds for every pEN° the subspace 
S",:={htlhES, IcECC;'(G), tER+} is dense in S'" and 
hence inS. 

The invariance properties are a direct consequence of 
the equations 

if' = n cr;; R(g) = Rp (g) ~ S, geG; 
peN" 

aR (X) = aRp (X) ~ u"', XEg 

and the well-known corresponding properties of cr; under 
Rp (aRp ) (See Ref. 14, §4.4.5). 0 

In the Schwartz space of strongly decreasing Crt '" -func­
tions a dense invariant subspace of 00 -analytic vectors for 
the Poincare group is, for instance, generated by the Hermite 
functions. 32 

APPENDIX B: INTEGRABILITY CONDITIONS 

In this appendix we present a list of the most important 
integrability conditions in a Hilbert or a Banach space, 
which has been collected from the literature. Anyone of the 
following six conditions is sufficient for a representation 0: 
g-End E of a Lie algebra with basis {Xl'"'' XII } on a dense 
subspace E of a Hilbert or Banach space H to be integrable in 
the sense of Definition 3.2. 

(J)(Nelson, 15Corollary 9.1): For every i = 1, ... , n, o(Xi ) 
is skew-symmetric in the Hilbert space H and the Laplacian 

o(A): = O(Xl )2 + ... + O(Xn)2 

is essentially self-adjoint on E. 
(2) (Nelson, 15 Lemma 9.1; Ref. 8, Proposition 1.3): For 

every i = l, ... ,n, o (Xi ) is skew-symmetric in the Hilbert 
space H and there exists a dense invariant subspace .0 ~ E, a 
number SER + (independent of I) and for every I En a 
number MC/)ER+ such that for all mEN andi l , ... , imE{I, ... , 
n}, the following bound holds: 

Ilo(Xi,)' ... . o(Xim)/II<M(/)~m!. 

Note that .0 is what we call an entire space for O. 
(3) (Moore, 17 Theorems 2 and 4): For every XEg, the 

closure 0 (X) of 0 (X) exists in the Banach space Hand 
generates a strongly continuous one parameter group of op­
erators P x: R_Aut H, t_p x C t) with the following proper­
ties: Ci) V XE9,IER'PX (t)E~E; and (ii) IIS(y) Px (t) III is lo­
cally bounded at t = 0 for every lEE and X, YEg. 

(4) (Flato et 01.,18 Theorem 1): For all iE{I, ... ,n} the op­
erators o(Xi ) are skew-symmetric in the Hilbert space H 
and they posses a common dense invariant subspace .o~E, 
the elements of which are analytic for all O(Xi ), i = I, ... ,n. 

(5) (Simon, 19 Corollary 1): Let {YiEgl i = 1, ... ,m} be a 
subset that generates 9 via formation of commutators and 
linear combinations, and 0 iX : = 0 ( Yi ) x the (Banach 
space) adjoint operator of o( Yi ). The adjoint operators or-, 
i = I, ... ,m possess a common dense invariant subspace 
.ox CH x of analytic vectors and each or- generates a 
strongly continuous one parameter group of operators 

p<,>,x:R-AutH, t-P<,>,x(t). 
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(6) (Frohlich, 20 Theorem 3): For every ie'{t, ... ,n} the 
operator /)(Xj ) is skew-symmetric in the Hilbert space H 
with scalar product [ ... , ... ]. In addition there exists a self­
adjoint positive operator N>l, a subspace O~E, which is a 

core for N (i.e., Nt 0 = N) and a positive real number K 
such that for all feO and ie{t, ... ,n}, the following bounds 
hold: 

II/)(Xj)fll 
<-f2KIINfll ± ([Nf,/)(Xj)f] + [/)(Xj)f,Nf]) 

<KIINI12 fll2 =K [f ,Nf]. 

Remark: Conditions (1), (2), or (6) even imply that 
the domain E of the operators /) (Xj ) is a core for the infinite-
simal generators dR(Xj ): = aR(Xj ) (aR the differential 
of the integral of /); this means aR (Xj ) t E = dR (Xj ), 

i= l, ... ,n. 
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The spectral sequences method is employed to study the cohomology space of the Becchi-Rouet­
Stora (BRS) operator, which describes the general coordinate transformations in a two­
dimensional polynomial Lagrangian field theory. A pure external gravitational model is 
considered. In the Fadeev-Popov charge-one sector, two classes of elements are found: the first 
represents the ordinary trace anomalies, in the second the presence of the anomalies recently 
calculated by Bardeen and Zumino are pointed out. 

I. INTRODUCTION 

The modem approaches to quantum field theory 
(QFT) have raised the interest of physicists towards aspects 
of differential geometry, such as cohomology theory, homo­
topy theory, index theorems, and so on. 

In particular, the cohomological approach to gauge 
field models l

•
2 has been successful in performing the renor­

malization program without lengthy explicit Feynman dia­
grams calculations; however, it requires, for physical inter­
est, a useful method for the calculation of the cohomology 
space of null-squared linear differential operators. 

Several of these methods exist in the mathematical liter­
ature, but many of them are fitted to the structure of particu­
lar operators and are of no interest in the remaining cases. 

Some years ago Dixon3 introduced, in the QFT litera­
ture, the spectral sequences method.4 

This mathematical procedure allows us to construct a 
space, isomorphic to the cohomology one, on a local polyno­
mial space by successive approximations, given by an exact 
sequence of cohomology spaces. 

The crucial point of this method is to reduce to an alge­
braic equation the coboundary condition satisfied by the 
anomalies; otherwise, the whole image space of the null­
squared linear differential operator has to be explored to 
have an answer to our problem. 

Nevertheless the mathematical beauty of this method 
strongly limits its applicability to physical problems, since 
the mathematical structure of the differential operators, 
which induce the cohomology sequences, requires a proce­
dure that is too difficult for explicit calculations; finally the 
isomorphism, which relates the "physical" cohomology 
space with the one given by the method, is not evident a 
priori. 

Hence the spectral sequences procedure, as it stands, is 
useful only to calculate the Betti numbers, which might 
sometimes be a poor result for so big a mathematical effort. 
Furthermore, in the QFT cohomological applications, we 
are interested not only in the local polynomial space coho­
mology, but, more generally, in the functional space coho­
mology: the problem becomes more difficult. 

Recently5 we have given a refinement of this method, 
which slightly modifies the Dixon approach, but strongly 
simplifies its handling for physical problems. 

In this paper we shall apply this method to two-dimen-

sional external gravity, and we shall put into evidence the 
cohomological birth of the Adler-Bardeen type gravita­
tional anomalies recently discovered by Alvarez-Gaume and 
Witten,6 explicitly calculated by Bardeen and Zumin07 and 
discussed in Refs. 7-12. Moreover, the ordinary trace anom­
alies are recovered. 

In Sec. II we describe the model and calculate the Bec­
chi-Rouet-Stora (BRS) operator ~L> whose cohomology 
space is the object of this work. 

In Sec. III we briefly sum up the spectral sequence meth­
od and calcul~te the local polynomials space cohomology of 
the operator a L • 

In Sec. IV we use the results of the previous section and 
make evident the subsidiary conditions that the elements of 
the local functional cohomology have to satisfy. 

In Sec. V we discuss these subsidiary conditions, which 
split into two families: the first finds as more general solu­
tions the ordinary trace anomalies13

; among the solutions of 
the second, we underline the presence of the Bardeen-Zu­
mino anomalies. 

The Appendix is devoted to a brief presentation of an 
elegant approach to spectral sequences formalism, found by 
Zeeman, which is particularly useful for a pedagogical intro­
duction of it; furthermore we shall prove an isomorphism 
used in Sec. III. 

II. THE CLASSICAL MODEL 

Let us consider a two-dimensional external gravita­
tional model generated by the moving frame tensor X-a (x) . ~ 
and the comovmg frame tensor i,f(x), which obey the Ein-
stein transformations axiL = - A I'(x) 

ai~ (x) = A a(x)aai~ (x) + al'A a(x)i~ (x), 

ai,f(x) = A a(x)aait(x) - aaA I'(x)i:(x). 

(2.1a) 

(2.1b) 

In order to avoid the presence of det [ i:] terms, we 
shall define the new field densities 

Z (x) = (det[ i; ])1/2~ (x), 

i,f(x) = (det[ i;]) -1/2Xt, 

(2.2a) 

(2.2b) 

such that det [ X; ] = 1, and the model can be expanded in a 
polynomial basis, if the theory is scale invariant, as shown in 
Ref. 14. 

In this approach, the Levi-Civita tensor Et'x~ is defined 
in terms of the flat space antisymmetric tensor lab as 

1128 J. Math. Phys. 27 (4). April 1986 0022-2488/86/041128-11 $02.50 © 1986 American Institute of Physics 1128 



                                                                                                                                    

(2.3 ) (2.5d) 

Its antisymmetry and its coordinate independence are easily 
verified; for example, 

Using the <l>ll negative charged fields r;(x), rt(x), 
r;:V(x), and;J.L (x), with <l>ll charge Q<I>U' 

e-ll (x) = E12xl (x)xi (x) + E 21Xi (x)xl (x) = 0, 
(2.4a) 

e-12 (X) = E12xl (x)X~ (x) + E 21xl (x)xi (x) 

=detx= 1 = _e- 21 (X). (2.4b) 

Q<I>ur;(x) = Q<I>urt(x) = Q<I>urr(x) = - 1; 
(2.6) 

Q<I>U;J.L (x) = - 2, 

and uv dimensions (dim), 

By introducing the ghost field CJ.L(x) with Fadeev-Po­
pov (<I>ll) charge one, it is easy to construct the differential 
operator 8 (with 82 = 0), acting on the dimensionless fields 
xt(x) and X: (x) and the connection r~v (x) and C I' (x), 
with the substitution operations 

dim r;(x) = dim rt(x) = 1; 

dim rr(x) = 0; 

dim;J.L (x) = 1, 

(2.7) 

respectively, it is possible to define the classical action func­
tional 8Xt(x) = C"(x)a"xt(x) + ! a" C"(x)xt(x) 

(2.5a) 

8x: (x) = C"(x)a"X: (x) - !a" C"(x)X: (x) 

+aJ.Lc"(x)~(x), (2.5b) 

r c1
= f d2x[Yinv(X:'X~,rcv)(x) +r:(x)8xt(x) 

+ rt(x)8X: (x) + rr(x)or:;v (x) 

8rCv (x) = C"(x)a" rcv (x) + aJ.L C"(x)rfv (x) +;1' (x)8CJ.L(x)] (2.8) 

+ avC"(x)rc" (x) 

-a"CP(x)r~v(x) +aJ.LavCP(x), (2.5c} 
as the most general functional invariant under the linear op­
erator 

+ + + +------ore1 0 8rc1 0 orel 0 orel 0] 
or:;v (x) orr(x) or;:V(x) 8r:;v (x) 8CJ.L(x) 8;1' (x) 8;1' (x) 8CI'(x) 

(2.9) 

= fd 2X[( oYinv _ a,,(C"(x)rt(x») -..!.. rt(x)a"C"(x) + r:(x)a" CJ.L(X») 0 
8X:(x) 2 8rt(x) 

+ (C" (x)a"X: (x) -..!..a" C"(x)X: (x) + al' C"(x)x~ (X») 8 
2 8X: (x) 

+ (oYinv _ a,,(C"(X)r:(X») +..!.. r:(X)a" C"(X) _ rt(x)aJ.LC"(x») 0 
8xt(x) 2 or:(x) 

+ (c"(x)a"xt(X) +..!.. a" C"(x)xt(x) - a" CI'(X)x:(X») 8 
2 oxt(x) 

8 
+ (C"(x)a" rcv (x) + aI'C"(x)rl'v (x) + avc"(x)r::,. (x) - a" CP(x)r~v (x) + aJ.LavCP(x») ---

8rCv(x) 

+ ( rt(x)aJ.Lx:(x) -! aJ.L(x:(x)r:(x») + a,,(x:(x)r:(x») + ra"(x)al'x~ (x) +! al'( ra"(x)X~ (x») 

- a" (r:(x)x: (x») + r;V(x)al'rl'v (x) - a" (r;V(x)r:;v (x») - a,,( r;"(x)r~ (x») + aq ( r:V(x)r~v (x») 

+ ava" r;"(x) + ;" (x)al' C"(x) - a" (;1' (x)C"(x))) 8 + C"(x)CI'(x) 0 ] , 
0;1' (x) 8CI'(x) 

that is, is implemented, Eq. (2.10) is, in general, violated at a generic 
mth order of Ii perturbation expansion, so we could get 8L rei = O. (2.10) 

If a quantum extension of the action functional 8L r = (8L + O(Ii»)r = Iima 1 + O(lim+ I), (2.12a) 

r = L linrn with rO = rei (2.11) where 
n 
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(2.12b) 

and anomalies a1 can occur. 
The algebraic properties of the operator" L will lead, in 

the perturbation expansion, to the cocycle condition 

"La 1 = o. (2.13) 

The above expression can be easily expressed in terms of 
local quantities; in fact, in the polynomial basis, the back­
ground space is isomorphic to R 2 • Hence, we can apply the 
Poincare lemma, using a technique introduced by Stora 15 in 
1976, since the operator "L commutes with the derivative 
operator. We are thus led to the system (extended to a what­
ever <I> n charge sector): 

"La~(x) +da~+I(x) =0, 

"La~+l(x) +da~+2(x) =0, 

"La~ + 2(X) = o. 

(2.14a) 

(2.14b) 

(2.14c) 

We shall use the spectral sequences method to solve Eq. 
(2.14c) and then we proceed backwards to derive a~ (x). 

III. LOCAL POLYNOMIALS COHOMOLOGY 

We shall introduce here the spectral sequences method; 
for a more complete mathematical review the reader is re­
ferred to Refs. 16-18. Here we outline the method, citing the 
theorems we shall use in the text; the Appendix will treat 
particular aspects of the problem. 

First, we have to imbed our polynomial space into a 
Hilbert one: this was done by Dixon using a creation and 
destruction operators technique on the polynomial space 
considered as a Fock space. 

This procedure defines an "ad hoc" very useful scalar 
product, and if, for example, we write the operator" L in a 
dyadic form, its adjoint is immediately defined. 

Not to weigh the mathematical notation, (nor bore the 
reader), we shall use a derivative notation, and, as usual, 
adopt the dagger symbol to indicate the adjointness oper­
ation. We shall define, for example [if I(x) is an element of 
the polynomial space F], 

[al"x:(x) aa a / A, ]t I(x) 
" r q Xa (x) 

A, al(x) 
= a"araq Xa (x) , 

aal" xf(x) 
(3.1) 

which finds an immediate twinning with the Dixon formal­
ism. 

So, according to the Hodge decomposition, extended by 
Dixon to this framework, the space F admits the direct 
decomposition 

F = (1m "L) EEl (1m "1> EEl (Ker "LnKer "1>. (3.2) 

The local polynomials cohomology space is defined by 
the solutions of the system 

"LX = 0, (3.3a) 
°t 0LX = O. (3.3b) 

The problem can be solved directly if we find all the 
solutions of the above system. Obviously (due to the form of 
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the operator" L ), this goes beyond our mathematical ability, 
and a more refined method has to be found. 

We introduce now a self-adjoint counting operator V; for 
our purposes we shall use 

V = L{nDQ(n} CI"(x) a 
n aDa(n) CI"(x) 

- 5[Da (n) r;(x) a 
aDa(n) r;(x) 

+ Da(n} r!:(x) a 
aDa(n) r!:(x) 

+ Da(n} r;"(x) a 
aDa(n) r;:"(x) 

+ W a(n};1" (x) aDa(n~;1" (X)]} 

(Da(n) CI"(x) ==aa, aa2 ... aa
n 
CI"(x»), (3.4 ) 

and filtrate the operator" L and the space F according to 

(3.5) 

where 

P"L(P) = [V'/)L(P)]_, (3.6) 

and 

F= L Gp ' (3.7) 
p 

such that xpEGp means vXp = pxp' 
According to our scalar product, two spaces Gp and Gq 

withp=/;q are orthogonal. 
Particularly useful are the nested Hilbert spaces 

Fp = L Gq, such that Fp -::J Fp+ P 
q;'p 

FP= L Gq such that FP-::J FP-t, 
94> 

from which it is possible to build the quantities 

(3.8a) 

(3.8b) 

, I 

E ;= ° FpnOr: ,Fp+ T (3.9) 
OLFp_r+lnFp + Or: I Fp+TnFp+ 1 

(where xe8r: I Fp means 8LxE Fp) and the related one 

Er==hE f; - 00 <P< + oo}, (3.10) 

which have, as shown by Serre, 17 many beautiful properties. 
We summarize here in three steps. 

( 1) Er + I are the cohomology spaces of differential op­
erators dr induced by 8L • 

(2) E"" is isomorphic to the cohomology space of the 
operator /) L' 

(3) If the operator v will decompose the space F with a 
finite number m of filtrations, then E will coincide with E 00 • 

The above results say that this procedure is of physical 
interest if ( 1) the operators d are evaluable in a simple way, 
(2) the isomorphism between E 00 and our cohomology 
space can be easily realized, and (3) we have to choose a 
filtration operator that decomposes the whole space in a fin­
ite number of filtrations. 
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But, even if the third requirement can be satisfied with 
an oculate choice of the filtration operator,19 mathemati­
cians give no answers to the remaining points (1) and (2). 
For these purposes we proposeds an alternative point of view 
to get rid of point (1) and are hoping for a good idea with 
regard to point (2). In fact it is possible to show, using a 
technique introduced by Zeeman,18 the isomorphism 

use the orthogonality relati,?ns we get (~L (r)xp,Gp+ r ) = 0, 
from which it follows that 8L (r)xp = O. 

E ;n(6i: 1 Fp+r+ 1) 
E ;+1 ~ 0 

E ;n(8L Fp _ r ) 

(3.11) 

(2) xp has to be orthogonal to all the elements of the 
spaceE ;n(~L Fp_ r)' thus we get (xP,6L Fp_ r) = 0, which 
implies (~lxp,Fp_r) =y. After decomposition into or­
thogonal spaces we get (81 (r)xp,Gp _ r) = 0, from which it 
follows that 61 (r)xp = O. 

Hence, we have that if xeEr, then the same xeEr + l' if 
the system 

where a means isomorphism. The Appendix will treat 
mainly this aspect. The above formula is useful for selecting 
among the xp eE ; all the ones that belong to E ; + 1 . 

~L (r)x = 0, 

~1 (r) = 0 

is solved. 

(3.12a) 

(3.12b) 

In fact, if xpeE;, from Eq. (3.11), we shall get 

xpeE ;+ l' ifothe following hold. 0 

(1) Xpebi: 1 Fp+ r+ l' that is8L xpE Fp+ r+ 1> which will 
imply (6L xp,FP+r) =0. Ifwedecompose6Lxp andFp+r 
in their elements belonging to different v eigenspaces, and 

I 

Starting from a generic xeEo (which is the whole space) 
and iterating the above system for all r, we end up with a 
vector space that is isomorphic to our cohomology space. 
Our filtering operator v, decomposes the operator 6L (for 
the lowest eigenvalues) into 

6L (0) = CI'(x) L[Da(n)al'r:(x) a + Da(n)al'r:(x) a + Da(n)aI'X:(x) ___ a __ 
n aDa(n) r:(x) aDa(n) r:(x) aDa(n)X:(x) 

+ Da(n)aI'X;(x) a + Da(n)al'r:,,(x) a 
aDa(n)X; (x) aDa(n) rp~ (x) 

+ Da(n)al'r.f"(x) a + Da(n)al'tp (x) a ] 
aDa(n)r.f"(x) aDa(n)tp(x) 

= CI'(x) ~Da(n)al'cI>;(x) a CI'(x)al' l 
n,1 aDa(n) cI>; (x) c" = const 

(3.13 ) 

[where cI>; (x) represents a column vector containing all the fields except CI'(x)] and so we get 

i:t (0) _ a t I a ~ D m ( ) a a 
UL - I' C"=const acl'(X) ~ a(n) '¥; X aa D m ( ) ac n,; I' a(n) '¥; X I'(X) 

(3.14) 

going on 

6L (1) = aACA(x)D(x) + aI'CV(x)R :(x) + LDa(n)(CP(x)apCI'(x») a , 
n aDa(n) CI'(x) 

(3.15) 

where 

D(x) = L..!.. [Da(n)X!:(X) a - Da(n)X; (x) a + Wa(n)tl' (x) aD at ( ) 
n 2 aDa(n)X!:(x) aDa(n)X; (x) a(n) I' X 

+ Da(n) r;(x) aD a a( ) + 3Da(n) r!:(x) aD a 1'( ) + Wa(n) r;:V(x) aD a I'V ] , (3.16a) 
a(n) rl' x a(n) ra x a(n) r p (x) 

R t(x) = ~ [navDa(n _ 1) cI>; (x) aa D a cI> ( ) - D a(n)X1:(x) a a v + Da(n)~ (x) a 
n,1 I' a(n-l) ; X 'Da(n)Xa(X) aDa(n)X;(X) 

+ Da(n) r:(x) a a - Da(n) r!:(x) a + Da(n) r~p (x) a A 
aDa(n) rl' (x) aDa(n) r~ (x) aDa(n) r I'P (x) 

+Da(n)r;"(x) a A -Da(n)r~,,(x) a + Da(n)rt"(x) a 
aDa(n) rpl' (x) aDa(n) r;" (x) aDa(n) r::"(x) 

-Da(n)r::"(x) aD a VP( ) -Da(n)r:l'(x) aD a pvc ) + Da(n)t" (x) aD at ( )], 
a(n) r" X a(n) r" X a(n) I' X 

(3.16b) 

hence 

( 3.17) 
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As regards the higher 6L (r), r> 1, they are very complex 
objects; they never act on the undifferentiated C f' field. 

The first step consists oflooking for functions A (x) that 
solve the system 

6L (O)A(x)=Cf'(x)af' Ic" = const A(x) = 0, (3.l8a) 

~t (O)A(x)=a t I aA(x) = o. 
L f' C"=const acf'(x) 

(3.l8b) 

Since the operator ~L (0) mimics the ordinary differen­
tial operator in a polynomial space where the field Cf' (x) 
(and its derivatives) is considered as a constant, an "ad hoc" 
version of the Poincare lemma shows that the most general 
solution takes the form 

Aex) = Cf'(x)CV(x)Af'v(x) +F(Da(n)Cf'(x»), 
(3.19) 

with the subsidiary condition 

[8:CV(x) - Cf'(x)8; laO' Ic" = const Af'v (x) = 0, 
(3.20) 

where Af'v(x) is an arbitrary function that cannot contain 
underived Cf'(x) fields, and F(Da(n) Cf'(x» is an arbitrary 
function of C f' (x) and its derivatives. 

At the successive step, we have to select the class of the 
previous functions A(x) that satisfy the system 

~L (1 )A(x) = 0, 
't 8L (1)A(x) =0. 

(3.21a) 

(3.21b) 

Now, since a,dc'!(x)Cf'(x)CV(x») = 0, we can write 

Cf'(x)CV(x) [~L (1) - a,! C'!(x)] Af'v (x) 

+~L F(DnCf'(x» =0, 

Cf'(x)CV(x) [~L (1) - a,! C,!(x) pAf'v (x) 

+ L(8:CV(x) - Cf'(x)8;) 
n 

aAf'V (x) XDa(n) CP(X) __ ...!:C.-__ _ 

aDa(n) aO'cP(X) 

+ ~1 (I) F(Da(n) Cf'(X») = o. 

(3.22a) 

(3.22b) 

It is important to remark at this stage that in Eq.(3.19), 
the termF(Da(n) Cf'(x») always has to contain two undiffer­
entiated Cf' (x) fields, otherwise we get 

Cf'(x)CV(x) [~L (1) - a,! C'!(x)] Af'V (x) 

= ~L F(Da(n) Cf'(x») = o. (3.23 ) 

So 

F(Da(n) Cf'(x») = ~LF(Da(n) Cf'(x») + Fq (Da(n) Cf'(x»), 

where Fq(Da(n) Cf'(x») belongs to the cohomology of the 
operator 8j = f d 2x CP(x)ascf'(x) [S /8Cf'(x)] and the 
coboundary ~LF(Da(n) Cf'(x» has to be discarded (other­
wise A is not a minimal cohomology solution). Thus we 
must solve the system 

81 Fq (x) = 0, (3.24a) 

8T Fq (x) = o. (3.24b) 

Filtering now the above cohomology with the operator 
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v' = I - Cf'(x) [a /acf'(x)], as in Ref. 5, it is easy to find 
that 

Fq (x) = Cf'(x)CV(x)Fqf'v(x), (3.25) 

which satisfies analogous conditions to Eqs. (3.20) and 
(3.22), and so can be put into the term Cf'(x)CV(x)Af'v (x). 

If we proceed into our filtration operation we have to 
restrict the classes of the functions Af'v (x) and F to the ones 
that satisfy the system 

Cf'(x)CV(x)~dr)Af'v(x) = 0, (3.26a) 

Cf'(x)C V61 (r)Af'v(x) + 61 (r) F(Da(n) Cf'(x») = 0, 
(3.26b) 

for all r. 
So we have to solve, a priori, a system of infinite equa­

tions. 
Since the above equations hold, due to our decomposi­

tions, in mutually orthogonal spaces, we can sum Eqs. 
(3.22)-(3.26), and then we have to verify that no extran­
eous solutions exist that (due to spectacular cancellations) 
are solutions of the summed equations but not our primitive 
equations. So we get 

Cf'(x)CV(x)SAf'v (x) + 6L F(Da(n) Cf'(x») = 0, 

(3.27a) 

Cf'(x)CV(x)StAf'v(x) + L (8:CV(x) - 8;Cf'(x») 

aAf'v(x) 
XDa(n) CP(x)--....:.:.:..---

aDa(n) aO'cP(x) 

+ ~1 F(Da(n) Cf'(x») = 0, (3.27b) 

where 
',! ,! 

S=8L - C (x)a,! -a,!c (x), (3.28 ) 

andS 2 =0. 
It is easy to prove that our statement is correct. In fact, if 

we take as solutions 

A(x) = Cf'(x)CV(x)Af'v (x) + F(Da(n) Cf'(x»), 
(3.29) 

which satisfy Eq.(3.27) and the condition Eq. (3.20), it is 
not difficult to verify that 

~LA(x) = 6L(Cf'(x)CV(x)Af'v(x) + F(Da(n) Cf'(x») 

= a,! (C"'(x)Cf'(x)CV(x)Af'V (x») = 0, (3.30a) 

~lA(x) = ~1 (Cf'(x)C"(x)Af'v (x) + F(Da(n) Cf'(x»)) 

= Cf'(x)CV(x)StAf'V (x) + ~1 F(Da(n) Cf'(x» 

+ L (8:CV(x) - Cf'(x)8;) 
n,; 

(3.30b) 

So our solutions satisfy the "true" cohomology system 
Eq. (3.3) by direct substitution and the isomorphism 
between the two procedures is one. 
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IV. LOCAL FUNCTIONALS COHOMOLOGY: GENERAL 
SOLUTION 

The purpose of this section is to solve the system of equa­
tions [( 2.14) 1 and so to calculate the cohomology of the 
operator lJ L in the functional space. In Sec. III we solved the 
cocycle equation lJ LA:; + 2 (x) = 0 and found 

a~ + 2(X) = C~(x)c"(x)a~v (x) 
o A + F(Da(n) C~(x») + c5La(x), (4.1) 

"'-
for whatever a(x), and Eqs. (3.20) and (3.27) hold. 

Now if we substitute the above solution into Eq. (2.14b) 
we have to find a~+ I(X), which satisfies 

tJLa~+ I(X) + a,dC~(x)CV(x)a;., (x»)dx A 

+ d F(Da(n) C~(x») + dtJLii(x) = o. (4.2) 

The second term of Eq. (4.2) can be written in a differ­
ent way, since in a two-dimensional space, the index A. of the 
derivative operator, always takes the value of one of the <I> II 
fields C~(x), so, for the antisymmetry properties of the 
a~v (x) term we can derive 

aA (C~(x)CV(x)a;v (x»)dx A 

= aA(CA(x)c"(x)a;v (x»)dx~. (4.3) 

In Sec. III we show that the term F(Da(n) C~(x») al­
ways contains two undifferentiated C~(x) fields (otherwise 
F= 0) so 

So we can show that 

aA (CA(x)c"(x)a;., (x) )dx~ 

= tJL(CV(x)a;v(x»)dx~ 

A a atJL 
- C (x) A F(Da(n)C~(x») 

ac (x) aC~(x) 

= tJdCV(x)a;., (x»dx~ 
a 0 

-Nc c5LF(Da(n)C~(x»), (4.5) 
aC~(x) 

where Nc is the undifferentiated C~(x) counting operator. 
But for reasons already given, we have 

a 0 

Nc c5L F(Da(n) C~(x») 
ac~(x) 

a 0 

= c5L F(Da(n) C~(x»), 
aC~(x) 

(4.6) 

and since 

{tJv a } = a~ 
ac~(x) + 

(4.7) 

we get 

aA (CA(x)CV(x)a;v (x) )dx~ 

= tJL(CV(x)a~v (x»)dx~ - a~ F(Da(n) CP(x»)dx~ 

+ tJL a F(Da(n) CP(x»)dx~. (4.8) 
aC~(x) 

So Eq. (4.2) can be written 
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(4.9) 

which is again a cocycle condition, so the most general solu­
tion takes the form 

a~+ I(X) + C~(x)a~v(x)dx" 
aF A + (Da(n) CP(x») + da(x) 

aC~(x) 

= C~(x)CV(x) 2. (x)dx<7 
J'V,u 

(4.10) 

with 
n-I 

C~(x)CV(x)S 2. (x)dx<7 + tJLGI(Da(n) CP(x») = 0, 
/-Lv.er 

(4.11 ) 

and GI contains two undifferentiated ghosts CI'(x) fields 
(otherwise G = 0). 

Now, we have to substitute the above solution into Eq. 
(2.14a), so we get 

tJLa~ (x) - aA(C~(x)a:~ (x»)dxV I\dx A 

-av [ aF (Da(n)CP(X»)]dX~l\dX" 
aC~(x) 

+ aA [C~(X)CV(X) :~: (X)] dx<7l\dx A 

+ a~ GI(Da(n) CP(x) )dx~ + aAtJL£1 (x)dx A = 0; 

(4.12) 

but, repeating the above arguments we can derive the identi­
ties 

aA (CV(x)a;v (x»)dx~ I\dx A 

= aA(CA(x)a~v(x»)dx~ I\dxv, 

aA( C~(x)CV(x) :~: (X») dx<7l\dx A 
(4.13) 

= aA( CA(X)CV(x) :~: (X») dx<7l\dxv, 

and 

aA(C\x)a;v (x») 

=tJLa;:2(x) -av aF (Da(n)C~(x») 
aC~(x) 

+ tJ a aF (D C ~ ( ») 
L ac~(x) acV(x) a(n) X, 

aA( CA(X)C.,(X) :~: (X») dx<7 

(4.14 ) 

= tJL(CV(X) nil (X») dx<7 - a~GI(Da(n) C<7(x») 
J.l.V,U 

o a + c5L GI(Da(n) C<7(x»). 
ac~(x) 
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So Eq. (4.12) can be written 

8L [A~ (x) - A;v(x)dxl' /\dx" 

a aF (D CU(x»)dxl' /\dxv 
acl'(x) acV(x) a(n) 

n-I 
+ CI'(x) r (x)dxU /\dxv 

+ aG1 (Da(n) ca(x»)dxl' + a"i l (X)dX"] = 0, 
acl'(x) 

(4.15 ) 

and the most general solution A~ (x) of our system can be 
derived as 

n-I 
A~(x) =A;v(x)dxl'/\dx"-C"(x) r (x)dxu/\dx" 

+ CI'(x)C"(x)A;;:u!dxU /\dx P 

+ H 2(Da(n) CU(x») - aG) (Da(n) CU(x»)dxl' 
acl'(x) 

+ a aF (Da(n) CU(x»)dxl' /\dxv 
acl'(x) acV(x) 

A A. 0 ~ 
- a"~I(x)dx + OLA(X), (4.16) 

where the grading with respect the undifferentiated C I' (x) is 
evident; as before Al'v.pa (x) andH2(Da(n) CU(x») will satisfy 

CI'(x)C"(x)SAI'''.pu (x)dx P /\dxu 

+ 8LH 2(Da(n) ca(x») = O. (4.17) 

v. DISCUSSIONS OF THE SUBSIDIARY CONDITIONS 

In this section we shall discuss the solutions we derived 
in Sec. IV. 

Indeed, Eq. (4.16) is a very general decomposition [ac­
cording to underived CI'(x) content] for the solution A~ (x) 
[~;:al, A;:p~ (x)] we have derived. The more important 
restrictions are provided by the subsidiary conditions [Eqs. 
(3.20)-(3.27)]. They strongly depend on the undifferen­
tiated CI'(x) content of the function F(G). If the function F 
contains two undifferentiated CI'(x) fields we have 

CI'(x)CV(x)StAI'Y(x) + r (o:CV(x) - CI'(x)o~) 
n 

aAI'Y (x) 
XDa(n) CP(x) ---'----­

aDa(n)auCP(x) 

+ 8LF(Da(n) CU(x») = 0 

(5.1a) 

(5.1b) 

[and the condition Eq. (3.20) has to be satisfied]; ifnot, we 
have to solve their associated homogeneous equations 

CI'(x)C"(x)SAI''' (x) = 0, 

CI'(x)C"(x)StAI'''(x) = 0, 

r (o;:C"(x) - CI'(x)o~)Da(n)CP(x) 
n 
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(5.2a) 

(5.2b) 

(5.2c) 

[together with Eq. (3.20)] and the same will happen for the 
functions ~I'v.p (x), Al'v.pu (x), and G1 (H2 ). Since the func­
tion AI''' (x )(~I'".p (x), AI'".pa (x») cannot contain undiffer­
entiated CI'(x) fields (and the same happens in the content 
of the operators Sand st), Eqs. (5.2a) and (5.2b) imply 

SAl''' (x) = ~I''''P (x) = SAI'''.pu (x) = 0, (5.3a) 

StAI''' (x) = st~I'''.p (x) = StAI''''pu (x) = 0, (5.3b) 

which identifies the local cohomology space of the operator 
S. 

We shall call anomalies of the first kind the quantities 
that are solutions ofEq. (5.3), and anomalies of the second 
kind those that satisfy Eqs. (5.1). 

The spectral sequences method is at our disposal to find 
solutions ofEq. (5.3), as in Ref. 5 in the four-dimensional 
case. On the other hand, we have not yet found the more 
general solution of Eqs. (5.1). 

Here, where the first kind of anomaly is concerned, we 
shall briefly sum up and fit to the two-dimensional case the 
procedure of Ref. 5, and we shall find as only solutions the 
ordinary trace anomalies. 

Furthermore we shall show that the gravitational anom­
alies found by Bardeen and Zumin07 verify the subsidiary 
conditions [Eq. (5.1)]. 

A. Anomalies of the first kind 

The solutions of Eqs. (5.3) can be found following the 
method shown in Sec. III; so if we filter the operator S with 
the self-adjoint operator Vi 

a 
Vi = 2 - aI'C"(x) , 

aal' C"(x) 

we find at the lowest eigenvalue 

S(1) = al' C"(x) [K :'(x) + o:'W(x» , 
where 

K:'(x) =R~(x) + r (na"Da(n_l)CP(x» 
n>1 

D CI'( ) a 
- a(n + 1) x aD C "( ) 

a(n + 1) X 

W(x) = D(x) - 1, 

with the properties 

[K :'(X),K g(X) ] _ = o:K t(X) - otK :(X), 

[K :'(X),W(X)] = 0, 

such that if we call 

d l = aI'C"(x)K :'(x), 

d2 = a" C"(x) W(x), 

we find 

di = d~ = {d 1,d2 } = 0, 

and so 

S2(1) =0. 
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(5.4) 

(5.5) 

(5.6a) 

(5.6b) 

(5.7a) 

(5.Th) 

(5.8a) 

(5.8b) 

(5.9) 

(5.10) 
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Following the lines of Ref. 5, we can show that even in 
two dimensions the cohomology ofthe operator S( 1) is iso­
morphic to the intersections of the operators d ( 1 ) and d (2) . 

Moreover in the scalar sector the anomalies are scalar 
densities ofWeyl weight equal to 1, and (as shown in Ref. 5) 
do not contain an underived CP(x) field; so the l:;~~:,1(x), 
A;;~ (x) terms in Eq. (4.16) can be neglected. 

The rescaling process we have adopted to redefine the 
model allows us to find a very interesting identity. In fact, if 
we introduce the operators ( 1 ) dim, the counting operator of 
the naive uv dimensions, (2) Q",n, the Fadeev-Popov 
charge operator, and (3) Ndown (Nup )' the counting opera­
tor of the lower (upper) indices, we find that 

2W(x) =dim- (2+Q",n) +Nup -Ndown' (5.11) 

so that if we study the local scalar anomalies in the ~n 
charge sectors 0 and 1, the dimensional analysis will simplify 
our research. 

The cohomology of the operator can be easily calculated 
grading the anomalies with respect to the derivatives of the 
field CP(x); so among the anomalies of the type 
apCV(x).:1~(x) we find, in the charge-one sector, only the 
ordinary trace anomalies 

.:1vp(x) =aA.cA.(x)'3.(x)dxaAdxP (5.12) 
A 

(where .:1 (x) is a Lorentz-invariant density of weight 1), 
which comes from the consistency conditions 

K :(x).:1~ (x) - K :(x)~ (x) = 8t.:1':, (x) - 8/:.:1~ (x), 

(5.13a) 

K :(x).:1; (x) = 0, (5.13b) 

where Eq. (5.13a) is nothing other than the Weiss-Zumino 
consistency condition ofthe GL(2,R) group, and the above 
system is solved with the aid of the commutation relations 
Eq. (5.7a). 

The anomalies of the form apavCP(x).:1;V(x) that sa­
tisfy Eq. (5.3a) can be investigated, in a two-dimensional 
space, in a very simple way. In fact, if the quantity .:1;V(x) 
transforms as 

8.:1;V(x) = cA.(x)aA..:1;V(x) + aA. CA.(x).:1;V(x) 

+ apcA.(x).:1~V(x) - aA. CP(x).:1;V(x) 

-aA.CV(x).:1~(x) +X;V(x), (5.14) 

then Eq. (5.3a) will lead to 

apavCP(x)X ;vex) = 0, 

which is satisfied by the only two solutions 

X;V(x) =0, 

X;V(x) = O~;:::{:{"·"'}+(x)ap,a".cP'(x), 

(5.15) 

(5.16a) 

(5.16b) 

where o~~I:{"''''}+(x) is an uv dimension-O and Lorentz­
invariant object with Weyl weight equal to 1, { } + means 
symmetrization, and in our model finds as its only solution: 

Ot~?:{v,"'}+(x) =gW"(x)gW(x)gPP' (x). (5.17) 

Thus it is easy to show that 

.:1afJ(x) = sr::v (x).:1;V(x)dxa Adx P (5.18) 
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in the case ofEq. (5.16a) and 

.:1afJ (x) = sr::v (x)gPP' (x)gW (x)gPP' (x) r:::". (x) 
(5.19) 

in the case ofEq. (5.16b). 
The last possibility of the anomalies in the cases we con­

sider here is 

(5.20) 

where .:1':,VP(x) is a dimension-O and -1 Weyl weight object. 
In our model the only solution is 

.:1':,vP(x) = j(8/:gVP(x) + 8;gJ'P(x) + 8:gPV(x»), (5.21) 

which is discarded, since it does not verify the cocycle condi­
tion Eq. (5.3a). 

B. Anomalies of the second kind 

As said before, we are not able to give a general solution 
of Eqs. ( 5.1 ) . We shall show that the gravitational anomaly 

.:1afJ (x)d~ Adx P 

(5.22) 

(where Evtp is the flat antisymmetrized tensor) recently 
made evident by Bardeen and Zumino, will satisfy the above 
equations. 

First of all it is easy to realize that Eq. (5.22) will con­
tain a contribution from an anomaly of the first kind coming 
from the trace between the indices 0' and p, or f.l and p; thus 
we shall consider only the part that is traceless in these in­
dices. 

Indeed the Bardeen-Zumino anomaly satisfies Eq. 
(5.1a) for 

F(Da(n) CP(x») = apCU(x)8L auCP(x) 

- ~pCU(x)auCP(x)ap CP(x), 
(5.23) 

indeed 

C a(x)CP(x)S.:1afJ (x) 

= C a(x) CP(x )apap C U(x )e'V(x )a"au C P(x )EafJ 

= - CP(x)apapCU(x)C"(x)avauCP(x) 

= - [8L apCU(x) - apCP(x)apCU(x>] 

X [8L aUCP(x) - auC"(x)avCP(x)] 

= - 8d apCU(x)8L aUCP(x) 

- ~pCU(x)auCP(x)ap CP(x)] , (5.24) 

since any index of the tensor e'V (x) always takes the same 
value of one index of the tensor EafJ; moreover we have used 
the identities 

CP(x)apapCU(x) 

= 8L apCU(x) - apoJ.(x)apCU(x), 

(5.25) 
apCP(x)apCU(x)auCV(x)avCp = O. 

It is now simple (but not straightforward) to realize 
that, in our case, Eq. (5.1 b) is verified. In fact, 
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t 0 

S ~aP(x) =8L~afJ(X) 

= [r" a + a r p (x) a a + a r p (x) a a 
7/P aa7/apC"(x) lj 7/" aalja7/c"'(x) ar:,,(x) lj 7/" aalja"C"'(x) ar:",(x) 

-aljr~,,(x) a a] €JlV(x)aVayCT(x)r~T(X)€aP 
., aalja", CP(x) ar~" (x) r 

= [r:" (x)€7/T(x)r~p (x) + aljr:,,(x){8e;8A8~~8~ + 8~8A8Z~8~ - 8~8;8Z~8ne"V(x) ]€aP 

= aljr:" (x) [8e;8:~ + 8e;8z; - 8~8Z~ ]e"V(x)€aP 

= J a r p (x) [8lj7/8" + 8lj"87/ - 87/"8lj ]e"V(x)~p 
2 "7/" vp Jl vp Jl JlP v 

= ~ apr:ve"V(x)€aP = 0, (S.26) 

since our connection is torsionless [we have indicated 8;:: = ~(8;:8~ + 8::8;)] and 

8t F(D CP(x») = [a C"'(x) a a + a C"(x) a a] 
L a(n) "aa"CP(x) aapC"'(x) p aCJl(x) aaJlapC"(x) 

x [8LapC"(x) - j aaC p(x)apcY(x)ayca(x)] = 0, (S.27) 

since it gives only terms of the form a", c"'(x)a"C"(x) and 
a", C"(x)a"C"'(x), which are zero for ct>n charge reasons. 

Furthermore, 

(8JlC V(x) _ CJl(x)8V)a C"'(x) a 
p p a aaaapC"'(x) 

X [€Jlv€T7I(x)r';.y(x)a7/a"cY(x)] 

= (8;:C V(x) - CJl(x)8;)aa C "'(x) 

X [€Jlv€T7I(x)r~y(x)8:8I] 

= (8;:C V(x) - CJl(x)8;)aa C "'(x) 

X [8:8~ -8~8z]r';.y(x)8:81 
= CV(x)avcY(x)r~,,(x) = 0, (S.28 ) 

since, as said previously, in the "pure" second kind anomaly 
the trace contributions have been taken away. 

Finally the condition [Eq. (3.20)] 

(S.29) 

is immediately verified since the operator a; I CI' = const gives 
a nonzero contribution only on derived fields different from 
the ct>n CJl(x) ghost. 

So, all the equations (S.la)-( S.lc) have been satisfied. 

VI. CONCLUSIONS 

We have studied the cohomological birth of the gravita­
tional anomalies (in particular of the Bardeen-Zumino one) 
within the spectral sequences mathematical framework. 

It is well known that these pathologies can be swept 
away in a nonpolynomial phenomenological Lagrangian 
formulation of the gravitational interactions. 

Where the second kind of anomaly is concerned, this is 
clearly shown in Ref. 7, to which we refer the reader for an 
exhaustive treatment. 

On the other hand, the first kind of anomaly was inter­
preted, in Ref. 13, as representation instabilities in the Weyl 
sector; their cancellation was carried away through the in­
troduction of a scalar field with zero dimensions leading to 
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an infinite tower of polynomial terms in the invariant La­
grangian. This was shown in Ref. 9 to be equivalent to refor­
mulating ours in a nonpolynomiallanguage. 

It would be useful to extend the spectral sequences 
method to nonpolynomial theories to verify the absence of 
anomalies in this framework; but, even if many mathemat­
ical tools (such as the continuous filtration procedure) and 
many important theorems are at our hand, the problem is, at 
present, too difficult for us. 
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APPENDIX: SPECTRAL SEQUENCES 

In this appendix we shall show a pictorial view, due to 
Zeeman,18 which is very useful to physicists for a fast intro­
duction to spectral sequences techniques. 

With the filtration operator v we have divided the space 
Fin the sectors G, whose elements are eigenvectors of v with 
eigenvalue p, and introduced the nested spaces Fp ' such that 

and 

8;: IFo:J8;: IFI :J·,,:J8;: IFm :J8;: 10 

:J8LF:J8LF I,,· :J8LF m' 

(AI) 

(A2) 

In the Euclidean plane, let [1T, p] be the unit square 
given by 1T - I <x < 1T,p - 1 <y <p; where 1T andp are inte­
gers. 

and 

Let us define a two-dimensional lattice 

~==U{[1T,p]; - (m - I)";;1T";;O; 1T - m - 1 <p";;1T}, 
(A3) 
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y 

i--T--i---i--
1 1 I 1 
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I 1 I 
I I bF: L..-_~ __ ...l______ 4 

FJ F2 F, Fa 

FIG. 1. Zeeman diagram. 

.6. + = {.6., in the half plane with p>O, 
0, otherwise, 

.6.0 = {.6., in the region where p = 0, 
0, otherwise, 

Zeeman has shown in Ref. 8 that the different ways one 
can make individual the same set of rectangles, will make 
individual the isomorphisms between the spaces whose re­
presentatives the same regions, for example, 

o 1 0 1 
(Fpn8Z Fp+,)IFp+ 1n8Z Fp+,) 

EP = 6 6 (A8) 
, (Fpn8LFp+,)/(Fp+ln8LFp_,+I) 

Ifwe apply these results to Eq. (A6), the isomorphism 
Eq. (3.11) is now evident; in this philosophy all the isomor­
phisms derived by Dixon in Ref. 3 are easily derived. 

These techniques give a pictorial view of many other 
theorems, which in the mathematical language will need 
(for a physicist not specialized in the sector) a lengthy intro­
duction of the formalism. 

Since we do not use them, we refer the interested reader 
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.6. - {lJ., in the region with p < 0, 
0, otherwise. 

In this lattice the representatives of the quantities Fp ' 

8LFp, and 8Z IFp are defined, respectively, as 

A. (Fp) =.6. for 1T< - p, 

). (8L Fp) =.6. for p< - (p + 1), 

A.(8z lFp) =.6. for p<m - p. 

In Fig. 1 we represent the case for m = 4. 
Using the language of the set theory we can make evi­

dent, by intersections of rectangles (which are made individ­
ual by the above representatives), the cohomology region 

A.(H) =A.(8Z IO)/A.(8LF> (A4) 

as the central shadowed rectangle in Fig. 1. 
The regionsA.(En, where 

EP = 6 FprJLFr+' (A5) 
, thFp_,+ InFp + thFp+,nFp+ I 

can be represented in the same way. In our example (Fig. 1), 
the region contained in the rectangle closed by the wiggly 
lines represents A. (E J ). 

If we calculate A. (E ~ ) as before, the rectangle shrinks, 
loosing the top and the bottom squares. 

In general, A. (E ~ + I ) is derived from A. (E ~) by omitting 
the top square, if it is in .6. + , and the bottom square if it is in 
.6. -: that is 

A. [EP ] = A. [EnrIA. [8z
I
Fp+'+I] , (A6) 

, + I A. [E n rIA. [8Fp _ , ] 

if A. (8Z lFp +,+ 1 )n.6. + #<1>, and A. (8LFp _, )n.6. - #<1>. After 
at most m steps, we are left with a single square in .6.0 , so , 
summing on p, we reach the cohomology region: this is the 
statement of the theorem of Serre we quoted in Sec. III. 

On the other hand it is evident that the same set of 
squares, as, for example, A. (E ~), can be identified in several 
manners; for example, 

(A7) 

to the paper of Zeeman for a higher level course on spectral 
sequences. 
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Creating and annihilating Lie-Backlund transformations of the Federbush 
model 

Paul H. M. Kersten 
Department of Applied Mathematics, Post Office Box 217, 7500 AE Enschede, The Netherlands 

(Received 3 September 1985; accepted for publication 26 November 1985) 

Using software developed for symbolic integration, infinitesimal symmetries, conserved currents, 
and first- and second-order Lie-Backlund transformations for the Federbush model are 
established. Moreover four (x,t)-dependent Lie-Backlund transformations are constructed 
leading to infinite hierarchies of Lie-Backlund transformations. 

I. INTRODUCTION AND GENERAL 

In recent papers l
•
2 we studied local and nonlocal Lie­

Backlund transformations of the massive Thirring model. 
Ruijsenaars3 discussed scattering theory for the Federbush,4 

the massless Thirring, and the continuum Ising model. In 
this paper we shall construct infinitesimal symmetries and 
conserved currents for the Federbush model. These infinite­
simal symmetries have to satisfy the conditionS 

YvICI, 0.1) 

where Vis a vector field, Y v denotes the Lie derivative with 
respect to the vector field V, and I denotes a closed ideal of 
differential forms describing the Federbush model. 

Introducing a Lagrangian for the Federbush model, we 
obtain conserved currents associated to infinitesimal sym­
metries, using Noether's theorem.6

,7 This will be done in Sec. 
II. 

Using the local jet bundle formulation/ (1.1) can be 
generalized to Lie-Backlund transformations, which are 
formal vector fields defined on the infinite jet bundle J 00 and 
which have to satisfy the condition 

Yv(DOOI)CDOOI, (1.2) 

where D 001 is the infinite prolongation of the ideal I, and 
which amounts classically to the partial differential equation 
associated to I together with its differential consequences. 6 

From condition (1.2) we obtain the equivalent condi­
tion 

YvICDOOI, (1.3 ) 

due to the fact that the total derivative vector fields Dx and 
D t commute. Moreover, by the assumption that the generat­
ing functions of the Lie-Backlund transformations only de­
pend on a finite number of variables, condition (1.3) reduces 
to 

YvICDkI, for some k. (1.4 ) 

First- and second-order Lie-Backlund transformations 
are obtained in Sec. III, leading to eight (x,t)-independent 
and two (x,t)-dependent Lie-Backlund transformations. 
Furthermore, the Lie algebra structure is given. 

In Sec. IV we construct four creating and annihilating 
Lie-Backlund transformations, which turn out to be local 
vector fields, in contrast with the two creating and annihilat­
ing Lie-Backlund transformations of the massive Thirring 
model,2 which are non local vector fields. 

Finally, the Lie algebraic structure is discussed. 
IntheAppendix,one (offour) (x,t)-independentthird­

order Lie-Backlund transformation is given. 
We carried through all calculations on a DEC system 20 

computer using the symbolic language REDUCE 3.0 (see Ref. 
8). We used software to do differential geometric computa­
tions developed by Gragert et al.9,10 and software developed 
to solve overdetermined systems of partial differential equa­
tionsY 

II. INFINITESIMAL SYMMETRIES AND CONSERVED 
CURRENTS FOR THE FEDERBUSH MODEL 

In this section the Lie algebra of infinitesimal symme­
tries and conserved currents for the Federbush model are 
established. The Federbush model is described by 

s= ± 1, (2.1) 

where tP. (x,t) are two-component functions defined on C 
(see Ref. 4). 

Suppressing the factor 41Tfrom now on (A' = 41TA) and 
introducing the variables UI , VI' U2, V2, U3, V3, U4, and V4 by 

"+1,1 =ul+ivl> "+I,2=U2+ iv2' m(+I)=ml' 

(2.2) 

" _ 1,1 = U3 + iV3' " _ 1,2 = u4 + iV4' m ( - 1) = m 2 , 

Eq. (2.1) is rewritten as a system of eight nonlinear partial 
differential equations for the component functions U I , ... ,V4, 

i.e., 

Ult + Ulx - mlv2 = A(U~ + v~ )VI , 

- Vlt - Vlx - m lu 2 = A(U~ + v~ )u I , 

Uu - U2x - mivi = - A(U; + v~ )v2 , 

- Vu + V2x - mlu l = - A(U~ + v~ )U2' 

U3t +u3x -m2v4= -A(U~ +V~)V3' 

- V3t - V3x - m2U4 = - A(U~ + v~ )u3 , 

U4t - U4x - m 2V3 = A(ui + vi )V4' 

- V4t + V4x - m 2m 3 = A(ui + vi )u4 · 

The closed ideal I of differential forms defined on 

(2.3) 
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describing (2.3), is generated by the eight one-forms 

a l = dU I - Ulx dx - H(l,l )dt, 

a 2 = dV I - Vlx dx - H( 1,2)dt, 

a 3 = dU2 - U2x dx - H(1,3)dt, 

a4 = dV2 - Vz" dx - H(l,4)dt, 

as = dU3 - U3x dx - H( 1,5)dt, 

a 6 = dV3 - V3x dx - H( 1,6)dt, 

a 7 = dU4 - U4x dx - H(l,7)dt, 

a g = dV4 - V4x dx - H( 1,8)dt, 

and their exterior derivatives da I"" ,dag. 

(2.4) 

The functions H(l,i) (i = 1, ... ,8) are obtained from 
(2.3) by solving these equations for Ult>.·· ,V4t . 

Now, a vector field V defined on ]RIg is an infinitesimal 
symmetry of the ideal I (2.4), if 

if vICI. (2.5) 

Condition (2.5) leads to an overdetermined system of 16 
partial differential equations for the components of this vec­
tor field. 

Using the fact that the Lie algebra of infinitesimal sym­
metries of (2.4) only consists of Lie point symmetries,6 we 
solved the resulting overdetermined system of partial differ­
ential equations using the developed software, II leading to a 
five-dimensional Lie algebra generated by 

vl=ax, v 2=at , 

V3 = tax + xa, + !(ulaU , + vlaV , - u2au, - v2av, 

+ u3au, + v3av, - U4aU4 - V4aV4 ) , (2.6) 

V4 = - vlau , + ulav, - v2au, + U2av, ' 

Vs = - v3aU, + u3aV, - V4aU4 + U4aV4 • 

In (2.6) only the components of vector fields on JO(R2,Rg
) 

are given; the other components are obtained by prolonga­
tion.6•7 

We now introduce the Lagrangian L by 

L = UlxV I - UlV lx - Uz"V2 + U2Vz" + U3x V3 - U3V3x 

- 2m l (u lu2 + VlV2) - 2m2(u3u4 + V3V4) 

- A (ui + vi )( u~ + v~) + A (u~ + v~ )( u~ + v~) . 
(2.7) 

A straightforward computation shows that the Euler-La­
grange equations associated to (2.7) are just (2.3). 

Applying Noether's theorem6 to the infinitesimal sym­
metries this leads to five conserved currents associated to the 
vector fields V; U= 1, ... ,5) (2.6), 

C i = C~ dx + C; dt U = 1, ... ,5) , (2.8) 

which satisfy 

dCiEI. 

In (2.8) the coefficients C~ and C; (i = 1, ... ,5) are 
given by 
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+ U3x V3 - U3V3x + U4x V4 - U4V4x , 

C: = - UlxV I + UIV lx + U2x V2 - U2V2x - U3xV3 

+ U3V3x + U4x V4 - U4V4x + A (R IR4 - R 2R 3) , 

C; = - UlxV I + UIV lx + Uz"V2 - U2Vz" - U3x V3 + U3V3x 

+ U4x V4 - U4V4x + 2ml (U I U2 + VI V2) 

+ 2m2(U3U4 + V3V4) + A(R IR 4 - R 2R 3) , (2.9) 

C; = UlxVI - UIV lx + U2x V2 - U2Vz" 

+ U3x V3 - U3V3x + U4x V4 - U4V4x , 

C! = xC; + t C!, C ~ = xC; + t C: , 

C! =R I +R2, ci= -RI +R2 , 

C ~ = R3 + R 4, C ~ = - R3 + R4 . 

In (2.9) we introduced the notation 

(2.10) 

III. FIRST- AND SECOND-ORDER LIE-BACKLUND 
TRANSFORMATIONS OF THE FEDERBUSH MODEL 

In this section we construct first- and second-order Lie­
Backlund transformations of the Federbush model. In ob­
taining the results there is the remarkable fact that there 
exist Lie-Backlund transformations of first order, which are 
not equivalent to infinitesimal symmetries. 6 The Lie algebra 
structure of these Lie-Backlund transformations is given. 

In order to derive first-order Lie-Backlund transforma­
tions of the Federbush model satisfying the condition (1.4), 

if vICDI, (3.1) 

we have to prolong the ideal I; i.e., DI is generated by a I"" , 
ag, da l, ... ,dag, as given in (2.4), 

a 9 = dUlx - Ulxx dx - H(2,1 )dt, 

a lO = dv lx - vlxx dx - H(2,2)dt, 

a 11 = du2x - Uz= dx - H(2,3 )dt , 

a l2 = dv2x - Vz= dx - H(2,4 )dt , 

a l3 = du3x - U3xx dx - H(2,5)dt, 

a l4 = dv3x - V3xx dx - H(2,6)dt, 

a ls = du4x - u4xx dx - H(2,7)dt, 

a l6 = dvz" - v4xx dx - H(2,8)dt, 

and the exterior derivatives da9"" , da l6. 

(3.2) 

In (3.2), H(2,i) (i = 1, ... ,8) is obtained from H( I,i) 
(i = I, ... ,8) by total partial differentiation with respect to x. 
In the search for Lie-Backlund transformations we are in­
terested only in vertical vector fields, i.e., the ax - and 
at-components are zero, due to the fact that the total deriva­
tive vector fields Dx and D; satisfy (1.2) in a trivial way. 
Our first search was for (x,t)-independent vector fields V, 
the components of which are dependent on 
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(3.3 ) 

which resulted in four Lie-Backlund transformations of first 
order, XI"" , X4: 

A A A A 
XI = - vIR4aU - - uIR4av + - V2R4au - - u2R4av 2 '2 '2 '2 1 

+ ! m2V4aU , - ! m2U4av, 

+ ! (2u4x + m2v3 + Av4(R I + R2) )aU4 

+! (2v4x - m2u3 - Au4(R I + R2»aV4 ' 

A A A A 
X2 ="2 vlR3au , -"2 uIR3aV, +"2 v2R3aUl -"2 u2R3aV1 

+! (2U3x - m2v4 + AV3(RI + R2»au, 

+! (2V3x + m2u4 - Au3(R I + R2) )av, 

-! m2V3aU4 +! m2U3aV4 ' 

X3 = ! m l V2aU , -! m l U2av, 

+! (2u2x + mivi - Av2(R3 + R4»)aU1 

+ ! (2v2x - mlu l + Au2(R3 + R4) )aV1 

- ~ v3R 2a + ~ u3R 2a 2 u, 2 v, 

A A 
- "2v4R2aU4 +"2 u2R2aV4 ' 

X4 =! (2u lx - mlv2 -Avl (R3 +R4»au , 

+ ! (2v lx + mlu2 + AUI (R3 + R4»av, 

- ! mlVlaU, + ! miUlaV1 

A A 
--V3Rla +-u3R la 2 u, 2 v, 

Note that 

XI + X2 + X3 + X4 ~ - ax , 

XI-X2+X3-X4~ -at' 

(3.4) 

(3.5) 

X2+X4~ -! (ax -at)' XI +X3~ -! (ax -at)· 

Two vector fields Xa and Xb are equivalent (notation 
Xa ~ Xb), if there exist functionsf,ge COO (J 00 ,R), such that 

(3.5') 

where D x and D t are the total partial derivative vector fields. 
The Lie-Backlund transformations XI'" ,x4 of the Fe­

derbush model (2.3) were found using the following grad­
ing: 

1141 

deg(x) = deg(t) = - 2, deg(ax ) = deg(at ) = 2 , 

deg(u l ) = 000 = deg(v4 ) = 1 , 

deg(au, ) = 000 = deg(av, ) = - 1 , 

deg(m l ) = deg(m2 ) = 2. 
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(3.6) 

In order to find a first-order Lie-Backlund transformation 
equivalent to the vector field V3 (2.6) we searched for a 
vertical vector field of the form 

v = x 0 LBI + to LB2 + C, (3.7) 

where LBI and LB2 are linear combinations of the vector 
fields V4, VS,XI, ... ,x4; Cbeingacorrection. From (3.7) and 
condition (3.1) we obtained two additional first-order Lie­
Backlund transformations Xs and X6, 

Xs =x(XI -X2) + t(XI +X2) + Cs , 

X6 = x(X3 - X4) + t(X3 + X4) + C6, 

where 

Cs = ! ( - U3au, - v3aV, + u4aU4 + V4aV4 ) , 

C6 = ! ( - ulau , - vlav, + u2aUl + V2av,) . 

Note that 

XS+X6~ - V3· 

(3.Sa) 

(3.Sb) 

(3.9) 

Second-order Lie-Baclund transformations of the Feder­
bush model have to satisfy the condition 

.!f yICD 2I, (3.10) 

where D 21 is the twice prolonged ideal I, defined on 

R26 = {(x,t,u l ,.oo ,V4,U lx "" ,V4x ,U lxx ,oo. ,v4XX )}, (3.11) 

We search for vertical vector fields, the generating functions 
VU', ... , V U4 being dependent on UI"" ,V4'''' 'U lxx ,oo. ,V4xx . 

Due to the grading (3.6) the coefficients are of the fol­
lowing structure 

[u]xx + ([uP + [m]) [u]x 

+ ([u]S + [m][up + [m]2[u]) , 

whereas in (3.12a) 

[u] refers to ul , ••• ,v4 , 

[u]x refers to Ulx "" ,V4x , 

[u]xx refers to Ulxx ,oo. ,V4xx , 

(3.12a) 

(3.12b) 

Solving the overdetermined system of partial differential 
equations arising from (3.10), using (3.12) we obtained 
four second-order (x,t)-independent Lie-Backlund trans­
formations X 7,oo· ,x1O 

X~' = (A /2)v IK7 , X~' = - (A /2)u IK 7 , 

X~' = (A /2)v2K7 , X~' = - (A /2)U~7 

X~' = i m 2{2u4X + Av4 (R I + R 2 )}, 

X~' = i m2{2v4X - ,1.u4(R I + R2)}, 

X~4 = i {- 4v4xx + Uu4(R I + R2)x + 4AU4x (R I + R2) 

+ 2m2u3x + Am2v3(RI + R2) + A 2V4 (R I + R2)2}, 

X~4 =! {+ 4u4xx + Uv4(R I + R2)x + 4,1.v4x (R I + R2) 

+ 2m2v3x - Am2u3(R I + R2) - A. 2U4(R] + R2)2} , 

X~' = (A. /2)v IK s , X~' = - (A. /2)uIKs , 

X~' = (A /2)v~s, X~' = - (A /2)u~s , 
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X~' = 1 {- 4v3xx + Uu3(R I + R2)x + 4AU3x (R I + R2) 

- 2m2U4x - Am2V4(R I + R2) +A 2V3 (R I + R2)2}, 

X~' =! { + 4u3xx + Uv3(R I + R2)x + 4AV3x (R I + R2) 

- 2m2V4x +Am2U4(R I + R2) 

- A 2U3 (R I + R2)2}, 

X~· =! m2{ - 2u3x - Av3(R I + R2)}, 

X~· =! m2{ - 2v3x + Au3(R I + R2)}, 

x;' =! m l { + 2u2x - AV2(R3 + R4)}, 

X~' = 1 m l { + 2vzx + Au2(R3 + R4)}, 

(3.13 ) 

x;· = 1 {- 4vzxx - Uu2(R3 + R4)x - 4AUzx (R3 + R4) 

+ 2m lu\x - Am\v\ (R3 + R4) + A 2V2 (R3 + R4)2}, 

X~· =! {+ 4u2xx - UV2(R3 + R4)x - 4AVzx (R3 + R4) 

+ 2m lv\x + Am\u l (R3 + R4) - A 2U2 (R3 + R4)2}, 

X;' = (A 12)v3K 9 , X~' = - (A 12)u~9 , 

X;· = (A 12)V4K9' X~· = - (A 12)u4K 9 , 

X~b =! {- 4v\xx - UU I (R3 + R4)x - 4AU\x (R3 + R4) 

- 2m luzx + Amlv2(R3 + R4) + A 2V\ (R3 + R4)2}, 

Xl'o =! {+ 4u lxx - UVI (R3 + R4)x - 4AVIx (R3 + R4) 

- 2m lvzx - Amlu2 (R3 + R4) - AZUl (R3 + R4)Z} , 

X~o =!ml{-2u lx +Avl (R3+R4)}, 

Xl'o = 1 m l { - 2Vlx -Au\(R3 + R4)}, 

X~b = (A 12)V3K\O, Xl'o = - (A 12)u3K\O, 

X~o = (A 12)V4K\O, X IO = - (A 12)u4K\O, 

whereas in (3.13) K 7, ••• ,K\O are defined by 

K7 = + 2u4x V4 - 2U4V4x 

+ m2(u3u4 + V3V4) + AR4(R I + R2) , 

Kg = + 2u3x V3 - 2U3V3x 

- m2(u3u4 + V3V4) +AR3(R I + R2) , 

K9 = - 2uzx Vz + 2uzvzx 

- m l (uIUZ + v\v2) + AR2(R3 + R4) , 

K\O = - 2u lx v\ + 2u lv\x 

(3.14 ) 

The Lie bracket for vertical vector fields V;, defined by 

V; = V~' au, + n' au, + ... + v~· au. + vy· au. ' 
(3.15 ) 

is given by 

[V;,J'j]k= V;(VJ) - J'j(V7) (k = U\, .•• ,v4 ) • 

(3.16) 

In (3.4), (3.8), and (3.14), only the au, , ... ,au. components 
of the vertical vector fields are given; the other components 
are obtained by prolongation of the vector fields. 7 

Computation of the Lie bracket (3.16) of the vertical 
vector fields V4,VS,xI"" ,x4,xS,x6,x7' ... ,x\O' (2.6), (3.4), 
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(3.8), and (3.12) leads to the following: 
V4 and Vs are commuting with any other vector field, 

[X;,xj] = 0 (i,j = 1, ... ,4, 7, ... ,10) , 

while for Xs and X6 we derive 

[Xs,xd = + Xl' [Xs,xz] = - X2 , 

[XS,x3] = 0 , [XS,x4] = 0 , 

[X6,xd = 0, [X6,x2] = 0 , 

[X6,x3] = X3 , [X6,x4] = - X4 , 

[XS,x7] = + 2X7 -! m~ Vs , 

[Xs,xg] = - 2Xg + ! m~ Vs , 

( 3.17) 

[XS,x9] = [Xs,x\O] = 0, [X6,x7] = [xt;Xs] = 0, 

[X6,x9] = 2X9 - ! mi V4 , 

[X6,x\O] = - 2X\O + ! mi V4 , 

We now transform the vector fields by 

Y 0+ = V4 , Y 0- = Vs , Z 0+ = X6 , 

Yt =X3, Y\- =XI , Zo- =Xs , 

Y~\ =X4 , Y=\ =X2 , (3.18) 

Y 2+ = X9 - 1 mi V4, Y 2- = X7 - ! m~ V5 , 

Y ~ 2 = X\O - ! mi V4, Y = 2 = Xs - ! m~ VS· 

From (3.17) and (3.18) we obtain a direct sum of two Lie 
algebras, i.e., each" + " element commutes with each" - " 
element, and 

[Zo,Y;] = i Y;, [Y;.Yk ] = 0 (i,k = - 2, ... ,2) . 
(3.19) 

In (3.19), Zo, Y; (i = - 2, ... ,2) are assumed to have the 
same upper sign. 

IV. CREATING AND ANNIHILATING LIE-BACKLUND 
TRANSFORMATIONS OF THE FEDERBUSH MODEL 

In this section we shall construct four (x,f)-dependent 
Lie-Backlund transformations that act as creating and anni­
hilating operators on the (x,t)-independent vector fields 

XI'··· ,x4' X7,··· , X\O. 
Motivated by the results obtained for the massive Thir­

ring model2 and the results obtained in Sec. III, probably 
leading to the direct sum of two Lie algebras, each of which 
has a similar structure to the Lie algebra for the massive 
Thirring model, we were forced to search for non local Lie­
Backlund transformations2

,12 including potential forms as­
sociated to the infinitesimal symmetries VI' Vz (2.6) (2.9). 

Surprisingly, in carrying through the huge computation 
the nonlocal variables dropped off from our intermediate 
results, leading finally to local, (x,f)-dependent Lie-Back­
lund transformations. 

So, for simplicity, we shall discuss the search for the 
creating and annihilating Lie-Backlund transformations as­
suming from the beginning that they are of local nature. 

The Lie-Backlund transformations X\> ... ,x4 are of de­
gree 2, while the Lie-Backlund transformations X7,··· ,x\O 
are of degree 4. We now search for an (x,f)-dependent Lie-
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Backlund transformation of second order, linear in x and t, 
and of degree 2, Le., a vector field V, 

(4.1 ) 

where LB I and LB2 are Lie-Backlund transformations of 
degree 4, and due to the fact that m l and m2 are of degree 2, 
LB I and LB2 . are assumed to be linear combinations of 
V4, Vs, XI"" ,x4, X7, .. • ,xIO' while V has to satisfy 

.Y vICD2I. (4.2) 

From (4.2) and (4.1) we obtained, after a rather massive 
computation, four (x,t)-dependent Lie-Backlund transfor­
mations 

Xll = x( - XIO + ! mi V4 ) + t(XIO ) + Cll , 

X I2 = x(X9 -! mi V4 ) + t(X9 ) + Cl2 , 

Xl3 =x( -Xs +! m~ Vs) + t(Xs) + Cl3 , 

where in (4.3) CW '" ,C14 are given by 

Cll =! {+ 2vlx + mlu2 + AUI (R3 + R4)}au, 

(4.3) 

+ ! { - 2u lx + m lv2 + AVI (R3 + R4) }av, ' 

CI2 = ! { - 2V2x + mlu l - Au2 (R 3 + R4 ) }au, 

+! {+ 2u2x + mivi - Av2 (R 3 + R 4 )}av, ' 

Cl3 = ! { + 2v3x + m2u4 - AU3 (R I + R2) }au] (4.4) 

+! {- 2u3x + m2v4 - Av3(R I + R2)}av] , 

CI4 =! {- 2v4x + m2u3 + Au4(R I + R2)}au. 

+! {+ 2u4x + m2v3 - Av4(R I + R2)}aV •• 

From (4.3) and (3.1S) we define 

Z ~ 1 = Xll = X ( - Y ~ 2 + i mi Y 0+ ) 

+ t( + Y ~ 2 + i mi Yo+) + Cll , 

Z t = X I2 = x( + Y 2+ +! mi Y 0+ ) 

+ t( + Y / + i mi Y 0+ ) + Cl2 , 

Z=I =Xl3=x(-Y=2+im~ Y o-) 

+t( + Y=2 +im~ Y o-) +CJ3 , 

Z 1- = X I4 = x( + Y 2- - ! m~ Y 0- ) 

(4.5) 

+ t( + Y 2- + i m~ Y 0- ) + CI4 • 

Computation of the commutators of Z ~ 1 , Z 1+ , Z = 1 , and 
Z 1- (4.5) and Y j± (i= - 2, ... ,2) leads to the following 
result: 

[ Z ~ I> Y 2+ ] = -! mi Y t, [ Z t, Y 2+ ] = + Y 3+ , 

[ Z ~ I' Y t ] = + i mi Y 0+ , [ Z t, Y t ] = + Y / , 

[Z~I>Yo+]=O, [ZI+'YO+] =0, 

[Z~I'Y~I]= -Y~2' 

[ Z 1+' Y ~ 1 ] = - i mi Y 0+ , 

[Z~I>Y~z1= +Y~3' 

[ Z t , Y ~ 2] = +! mi Y ~ 1 , 
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(4.6a) 

[Z = I' Y 2- ] = -! m~ Y 1- , [Z 1- , Y;-] = + Y 3- , 

[Z = I> Y 1- ] = + i m~ Y 0-' [Z 1- , Y 1- ] = + Y 2- , 

[Z=I>Yo-]=O, [ZI-'YO]=O, 

[Z=I>Y=I]= -Y=2' (4.6b) 

[ Z 1- , Y = d = - i m~ Y 0- , 

[Z =1> Y=2] = + Y=3' 

[Z\' Y=z1 = +!m~ Y=I' 
while 

[Z ~ 1 , Z t ] = -! mi Z 0+ , 

[ Z = I , Z 1- ] = -! mi Z 0- . (4.6c) 

All other commutators are zero. For completeness sake the 
vector field Y 3+ is given in the Appendix. 

v. CONCLUSION 

By an extensive use of symbolic computation we suc­
ceeded in constructing four creating and annihilating Lie­
Backlund transformations of the Federbush model, leading 
to infinite hierarchies of commuting Lie-Backlund transfor­
mations. We hope to give a formal proof of this in future 
work. 
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APPENDIX: THE LIE-BACKLUND TRANSFORMATION 
Y/ 

The components of the vector field Y 3+ are given by 

Y 3+ ,u, = (ml/4){ - 4vzxx - 4AR34U2x + 2mlUIx 

- 4AU2(R34) (1) + mi v2 

- AmlR34vI + A 2R ~4V2}' 

Y 3+ ,v, = (m l/4){ + 4uzxx - 4AR34V2x + 2m1v1x 

- 4AV2(R34) (1) - miu2 

+ AmlR34uI - A 2R ~4uzl , 

Y 3+ ,u, = i { - Su2xxx - 4mlV1xx + 1UR34vzxx 

+ SAV2(R34) (2) + 24AV2x (R 34 )(I) 

+ SAV2(R34) (1,1) 

+ U2x (4mr + 6A. 2 R ~4) - 4Am IR34U Ix 

+ 1U 2U2R34(R34)(I) (AI) 

- 4Amlul(R34)(I) + m~vI - UmiR34v2 

+ A 2m lR ~4VI - A 3R ~4V2}' 

Y 3+ ,v, = i {- Sv2xxx + 4mlU1xx + 1UR34uzxx 

- SAuz(R 34 ) (2) - 24AU2x (R 34 ) (1) 

- SAU2 (R34 ) (1,1) 

+ V2x (4mi + 6A. zR ~4) - 4Am lR 34v1x 
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+ lU 2V2R34(R34) (1) 

- 4lim IVI(R 34 )(l) - miu1 + UmiR 34U2 

- Ii 2m IR i4 U 1 + Ii 3 R ~4 U2} , 

Y3+'u, = (1i/4)v3L, Y 3+'V' = - (1i/4)U3L, 

y 3+,u4 =(1i/4)v4L, y 3+,v4 = -(1i/4)u4L; 

where in (Al) 

and 

1144 

R34 =R3 +R4' 

(R 34 )(l) = U3U3x + V3V3x + U4U4x + V4V4x , 

(R 34 )(2) = U3Ulxx + V3V3= + U4U4xx + V4V4xx , 

(R 34 )(l,I) = u~x + v~x + u~x + v~x , 

L = 8(U2U2xx + V2V2xx ) - 4(uL, + vL,) 

+ lUR34 (u2x v2 - V2x U2) 

+ 4m 1(u 1v2x - V1U2x + U2VIx - V2UIx) 
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An approximation formula in the inverse scattering problem 
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An approximate formula is given by which the potential Q(x) can be recovered with any accuracy 
if only the scattering data of the SchrOdinger operator - Il. + Q(x) is known for some 
sufficiently high energy value k. Thus the scattering data for all k around k = 00 is not needed in 
order to get a good approximate value for the potential. The main tools for the proof are an 
asymptotic formulafortheS-matrix [Yo Saito, J. Math. Phys. 25,3105 (1984)] and the spectral 
decomposition theorem for the Schrooinger operator -Il. + Q(x) based on the limiting 
absorption principle. 

I. INTRODUCTION AND THE MAIN THEOREMS 

One of the important questions in the inverse problem 
for the Schrodinger equation is to establish a method by 
which the potential may be recovered from the spectral mea­
sure or the scattering data. This problem is often called the 
reconstruction problem. 

In the classical works of Gel'fand-Levitan1 and Agran­
ovich-Marchenk02 for the Schrooinger equation in R 1, 

roughly speaking, the potential was recovered by using the 
Fourier transform of the spectral measure or the scattering 
data. Newton3 extended these results to the Schrodinger 
equation in R3. In all these methods we need the spectral 
measure on the whole real line or the scattering data for all 
energy numbers k>O to recover the potential. 

There are some other methods for recovering the poten­
tial that generally may be called high energy limit methods. 
In order to explain the method let us introduce the Schro­
dinger operator in R3 and the scattering matrix S(k), k> 0, 
associated with it. Let us consider the differential expression 

h= -1l.+Q(x) (xER3
), (1.1) 

where Il. is the Laplacian in R3 and the potential Q(x) is a 
real-valued function that satisfies 

( 1.2) 

with constants Co>O and{3> 1, i.e., Q(x) is a short-range 
potential. Let H be a unique self-adjoint extension of h re­
stricted to Co (R3). The scattering matrixS(k), k>O, asso­
ciated with H is defined as follows: The scattering operator S 
is defined by 

Here Ho is the (unique) self-adjoint extension of - Il. re­
stricted to Co (R3) and W~ is the adjoint operator of W +. 
Then it is well known thatthere exists a family {S (k) } k> 0 of 
unitary operators on L2 (S 2) such that 

(YSY*G)(s) ={S(lsl)G(lsl' )}(t) 

[ 
3 3-

GECo(Rs ), sER, s=s/lsl], ( 1.4) 

where Y and y* are the usual Fourier transform and the 
inverse Fourier transform, respectively, i.e., 

(Y*v) (x) = (21T) -3/2 f eixSv(s)ds , 
JR> 

with the inner product Xs in R3. Set 

F(k) = - 21Tik -l(S(k) - 1), 

0.5) 

( 1.6) 

with the identity operator Ion L2 (S 2) . It is known that F( k) 
is a Hilbert-Schmidt operator with its integral kernel 
F(k,ll),{t)') , k > 0, (t),{t) E S2, ifQ(x) satisfies (1.2) with{3> 2. 

Fadeev4 showed the formula 

lim 

S=k(CII-CII') 

(SE R3
), 

F(k,{t),{t)') = __ 1_ f e-iS"Q(x)dx 
41T JR> 

( 1.7) 

under the assumption that {3 > 3 in (1.2). Here the limit is 
taken so that k goes to 00 keeping the relation 
S = k({t) - (t)') foragivensE R3. ThepotentialQ(x) can be 
recovered by the usual Fourier inversion formula. As for the 
extensions of Fadeev's result, see Newton,3 Lemma 3.1 and 
Saito, S Theorem 5.1. Another asymptotic formula was given 
by Saito.s Set 

[(x,k) =k2(F(k)t/J".k,t/J".kls2, (1.8) 

where ( , )S2 is the inner product of L2(S2) and 

t/J",k =t/J".k({t) =e- 1kXCII EL2(S2) ((t)ES 2), (1.9) 

with parameters XE R3 and k > O. Here X{t) is the inner pro­
duct in R3. Then, under the condition that {3 > 1 in ( 1.2), the 
limit 

[(x,oo) = lim [(x,k) = - 21T f Q( y) 2 dy 
k_«> JR> Iy-xl 

( 1.10) 

exists. The potential Q(x) was recovered in Sait06 by solving 
(1.10) as an integral equation for Q(x). In fact we have the 
inversion formula 

Q(x) = - (~)-lY*(lsIY [( . ,00 »)(x), (1.11) 

where the left-hand side of ( 1.11) is, in general, well-defined 
as an element of Y'(R3), the dual space of all rapidly de­
creasing functions on R3. These results were extended to the 
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SchrOdinger operator in RN (N)2) with a short-range po­
tential (Saito7

). In the works ofFaddeev and Saito we do not 
need any low energy scattering data but we do need the scat­
tering data around k = 00 in order to recover the potential. 

In this paper we shall give an approximate formula by 
which the potential can be recovered with any accuracy if we 
know only the scattering data for some sufficiently high en­
ergy value. Thus we do not need the scattering data for k 
around k = 00 in order to get a good approximate value for 
the potential. Here Q(x) is assumed to satisfy the following. 

Assumption 1.1: Q(x) is a real-valued, C 2 function on R3. 
There exist constants fJ > I,p >~, and Co> 0 such that 

and 

IQ(x) I <Co(1 + Ixl) -p (x E R3
), (1.12) 

I (DaQ)(x) I < Co (1 + Ixi>-P (xER3, lal = 1,2). 

(1.13 ) 

Here a = (a l ,a2,a3)with nonnegative integers a l,a2,a3 is a 
multi-index, lal = a l + a 2 + a 3 and 

D a = D f'D ~'D~' (Dj = ..!....-, x = (X I,X2,x3») . aXj 

(1.14) 

Here and in the sequelfJ andp are assumed (with no loss 
of generality) to satisfy 

I <fJ<2 and ~< p<3. (1.15) 

Let/(x,k) and/(x, 00) be as in (1.8) and (1.10), respec­
tively. Set 

g(x,k) =/(x,k) - /(x,oo). (1.16) 

The following two theorems are our main results. 
Theorem 1.2: Let Assumption 1.1 be satisfied. Then for 

any k>O,f(x,k),f(x,oo), and g(x,k) are C I functions of 
x E R3. Let a be a positive number. Then there exist con­
stantsb>~andC = C(a,Q), which depend only ona and the 
potential Q(x) such that 

IDag(x,k)«Clk)(I + Ixi>-b 

(xER3
, k>a, lal =0,1), (1.17) 

1/(x,k)I<C(1 + Ixl) -min(P-J,b>, 

IDj /(x,k)I<C(1 + Ixl)-b 

(x E R3, k>a, j = 1,2,3). (1.18) 

It follows from the above theorem that na g(x,k) 
(Ial =0,1) and Dj/(x,k) = (alaxj)/(x,k) (j= 1,2,3) 
belong toL2 (R3

). Let hex) be a function on a3. Then let us 
define Y*ls IYh as a linear functional on Y(a3) by 

(Y*lsIYh,~) = L, h(x)Y*(lsIY~)(x)dx, 
( 1.19) 

where Y and y* are the Fourier transform and the Fourier 
inverse transform, respectively, and Y(R3) is all rapidly 
decreasing functions on R3. LetAj (j = 1,2,3) be defined by 

Aj = {s = (SI,S2,S3) ER3/ISjl > ISkl (k =/=j)} (1.20) 

and let Xj (s) be the characteristic function of Aj , i.e., 

{
I (sEAj)' 

X/S) = 0 (S ~Aj)' (1.21) 
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Theorem 1.3: Let Assumption 1.1 be satisfied. 
(i) Then Y*ls IY /( . ,k) is well defined for any k>O 

as an element of Y' (JIl3). They belong to L2 (R3), too. Let a 
be a positive number. Then there exists a constant 
C = C(a,Q) depending only on a and Q(x) such that 

IIQ+ (4~)-IY*lsIY/( .,k)IIL.<Clk (k>a), 
( 1.22) 

where II IlL, is the norm of L 2 (R3
). 

(li) y* Is IY / ( . ,k) can be expressed as 

Y*ls IY /(. ,k) 

= - i ± y* (ltl Xj (s)Y(Dj / ( . ,k»)) , (1.23) 
j= I Sj 

where Y(Dj / ( . ,k)) is the Fourier transform of Dj / (x,k) 
in L2(R3) and Y*(ls ISj-IXj(S)Y(Dj /( • ,k») is the in­
verse Fourier transform of Is Is j-IXj (s)Y(Dj / ( . ,k») in 
L2(a~). 

Remark 1.4: As is shown in (ii) of Theorem 1.3, 
y* Is I Y / ( . ,k) is "computable" by ( 1.23) using 
Dj /(. ,k),j= 1,2,3, which are inL2 (R3

). 

Remark 1. 5: Through the proof of Theorems 1.2 and 1.3 
we can show that the constant C depends only on the con­
stant Co in (1.12) and (1.13) and C is bounded when Co 
moves in a bounded set in [0,00) if a> 0 is taken to be rea­
sonably large. Therefore, when we know the range of the 
"size" Co of Q(x) in advance, we can approximate the poten­
tial Q(x) with any accuracy by choosing a sufficiently high 
energy number k in (1.15). 

Theorems 1.2 and 1.3 can be extended to the general N­
dimensional case (N)2). This will be discussed elsewhere. 

In Sec. II we shall summarize some results on the opera­
tor F( k) and the limiting absorption principle for Hand H 0' 

which will be used to prove Theorems 1.2 and 1.3. Sections 
III and IV are devoted to showing the asymptotic behavior 
of/(x,k) and Dj/(x,k) (j= 1,2,3) ask- 00. The proof 
of Theorems 1.2 and 1.3 will be given in Sec. V. Some techni­
cal lemmas are proved in the Appendices. 

II. PRELIMINARIES 

In this section we shall summarize some known results 
related to the operator F(k) and the function /(x,k) de­
fined by (1.6) and (1.8), respectively. 

( 1) Let 8 be a constant such that 

~<8<min(fJ-~,fJ/2), (2.1) 

where fJ is given in Assumption 1.1. For any T E R the 
weighted Hilbert space L 2,T (R3) is defined by 

L 2,T (R3
) = {lex); J R' (1 + Ixl )2Tlv(x) 12 dx < oo} (2.2) 

with its inner product ( , )T and norm II liT' 

(VI.V2)T= r (1+lxl)2TVI (x)v2(x)dx, (2.3) 
JR' 

IIvli
T 

= [(V,V)T] 1/2. (2.4) 
Let H and Ho be the perturbed and unperturbed SchrOdinger 
operators defined in Sec. I, respectively. Then it follows from 
the limiting absorption principle (Saito,S Ikebe-Saito,9 La-
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vine, 10 and Agmonll
) that we have the limits 

R± (k) =lim(H- (k 2 ±iE»)-1 
€IO 

(k>O), (2.5) 

in B(L 2,6 (R3),Lz,_6 (R3 », where B(X,y) means the 
Banach space of all linear bounded operators from 
X to Y. As for the operator norms IIR± (k)ll, IIRo± (k)llin 
B(L 2,6 (R3 ),L 2, _ 6 (R3 », we have the following estimates 
(Saito1Z,13): for any a> 0 there exists a constant 
C1 = C1(a,Q) depending only on a and the potential Q(x) 
such that 

IIR ± (k)II<C1/lk I, IIR o± (k)II<C/lk I (2.6) 

hold for any k>a. Starting with the second resolvent equa­
tion 

(H _Z)-l = (HO-Z)-l- (H -z)-IQ(Ho-z)-I, 

(H _Z)-l = (Ho _Z)-l - (Ho -z)-IQ(H -Z)-I 

(/,.,z#O) , (2.7) 

we get the Lippman-Schwinger equations 

R ± (k) = Ro± (k) - R ± (k)QRo± (k), 
(2.8) 

R± (k) =Ro± (k) -Ro± (k)QR± (k), 

for k> O. As is well known, R 0 ± (k) has the expression 

1 i e±lklx-YI 
{Ro± (k)f}(x) = - f( y)dy 

41T R' Ix - yl 
(k>O, feL2,6(R3»). (2.9) 

(2) Set 

u(x, ± k,f) = {R ± (R) f}(x), 
(2.10) 

uo(x, ± k,f) = {Ro± (k)f}(x), 

where feL2,6 (R3
) and k>O. Here, u(x, ± k,f) 

[uo(x, ± k,f)] is a unique solution of the SchrOdinger 
equation 

(- a + Q(x) - k 2)v= f[( - a _k2)V= f], 
(2.11) 

with the radiation condition 

!!!... +ikXjveL26_dR3) (j= 1,2,3), (2.12) aX
j 

, 

v e L 2, -6 (R3
), (2.13) 

where x = (X I,x2,x3) andxj =xjllxl.ltfollowsfrom (2.6) 
that we have the estimates 

lIu(" ± k,f)11_6«C1lk)lIfIl6 
lIuo( " ± k,f)1I_6«C

1
/k)lIfIl6 (k>a), (2.14) 

where a and C1 are as in (2.6). Further we have 

II au( . a~ k,f) 11-6 <C2 11f1l6 

II au
o

( 'ax~ k,f) 11-6 <C211f1l6 

(j = 1,2,3, k>a), 

with a positive constant C2 = Cz(a,Q) which depends only 
on a and Q(x). Equations (2.15) follows from Eqs.(2.14) 
and the estimates for the radiation condition 

Il

au(.,±k,f) II 
sup a - ikXju( • , ± k,f) <C3 I1fI16' 
k>a 'Xj 6-1 

sup II auo( ''ax± k,f) - ikXJuo( " ± k,f) II <C311f1l6 
k>Q j 6-1 

(k>a, feL z.6 (R3
), j= 1,2,3), (2.16) 

with a constant C3 = C3 (a,Q) (Saito I4.IS ). Here we should 
note that 6 - 1 > - 6 since 6 >!. From (2.8), we easily ob­
tain 

u(x, ± k,f) = uo(x, ± k,f) - u(x, ± k,Quo( . ,k.f»), 
(2.17) 

u(x, ± k,f) = uo(x, ± k,f) - uo(x, ± k,Qu( " ± k,/»), 

for k>O andfeL z,6 (R3
). 

(3) For r>O and k > 0 let us define the operator 7J~ (r,k) 
and7J~ (r,k) onL2(SZ) by 

{7J~(r,k)tP}(w) = (217') -3/Z r eiiwoJ'tP(w')dw', 
Js> 

(2.18) 
{7J~ (r,k)tP}(w) = {7J~(r,k)tP}(w) - u(rw, - k,/o), 

for tP e L2 (S2) with 

/o(x) = Q(x) . {7J~(lxl,k)tP}(x), (2.19) 

respectively. They are the "eigenoperators" associated with 
Hand Ho, respectively. Then it can be shown [Saito,14 and 
SaitO, IS Theorem 10.6, (v) of Lemma 2.1, Theorem 2.6 and 
(1) of Remark 3.3] that 

{7J~( Ixl,k)tP}(x) e L 2._6 (R
3 ), 

{7J~ (lxl,k)tP}(x) eLZ,_6(R3), 
(2.20) 

for any tPeL2(SZ), where x =x/lxl. Then, 
u(x) = {7J~ (lxl,k)tP}(x) satisfies (- a + Q(x) - k2)U 
= 0 at least in the sense of distributions. Let F(k) be as in 
( 1. 6). The following representation formula for F( k) is well 
known [Ikebe,16 Theorem 1; Agmon,l1 Theorem 7.2; and 
Saito, IS Theorem 3.2 and (i) of Remark 3.31: 

(F(k)tP,t/f)s> 

= -2~ r Q(y){7J~(lyl,k)tP}(ji) 
JR' 

. {7J~ (I yl,k).p}( ji)dy, (2.21) 

fortP,tP' e L z(S2), where ( , )s> denotes the inner product of 
L 2 (S2). By the use of (2.18) we have from (2.21) 

(F(k)tP,tP')s> 

= - 2~ r Q(y){7J~( I yl,k)tP}(ji) JR, 

X {7J~( I yl,k)tP'}( ji) dy, 

+ 2~ r Q(y){7J~( I yl,k)tP}(ji) u( y, - k,fo)dy, 
JR' 

(2.22) 

(2.15) withfo given in (2.19). Especially if 
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t/I(CtJ) = t/I' (CtJ) = t/lx,k (CtJ) = e - ik=, 

then, noting that 

{1]~( I yl,k)t/lk,x}( ji) 

= (21T)-3/2 r eik(y-X)w dCtJ 
Js' 

= (~)1I2 sin(k I y - xl) , 
1T k I y -xl 

and using (2.22), we have 

I(x,k) = k 2(F(k)t/lk,x,t/lk,x)S' 

with 

= -41T r Q(y){~(y-x)Fdy 
JR' 

+417" L,Q(Y)~(Y-X) 

xu(y, - k,Q(')~(' -x»)dy 

= II (x,k) + fz(x,k), 

(2.23) 

(2.24) 

~(y-x) =~k(Y-X) = [sin(kly-xl)]lly-xl, 
(2.25) 

where we should also note that 

u(y, - k,(1T12) 1/2k -IQ(.)~(. - x») 

=R( -k){(1T12)1/2k-IQ(')~(' -x)} 

=(1T12)-lk-IU(y,-k,Q(')~(' -x»). (2.26) 

( 4) The following estimate will be used: Let sand t sa­
tisfyO <s < 3, t < 3, ands + t> 3. Then there exists a positive 
constant C = C(s,t) depending only on sand t such that 

r (1+ lyj)-t dy<C(1 + Ixl)-(s+t-3) (xeR3 ). 

JR' Iy _xis 
(2.27) 

For the proof of (2.27) see Appendix A. 

III. ESTIMATE FOR f(x,k) 

Let/(x,k) =11 (x,k) + 12 (X,k) be given in (2.24). Set 

II (x,k) = - 21T r Q( y) 2 dy + 112(x,k), (3.1) 
JR' Ix - yl 

with 

112(X,k) = 21T r Q( y) 2 cos(2k Ix - yl )dy 
JR' Ix -yl 

= 21T r Q(x ~y) cos(2k I yl )dy. (3.2) 
JR' I yl 

Introducing the spherical coordinates and integrating by 
parts with respect to the radial coordinate r, we obtain 

112(x,k) = 21T 1, {i'" Q(x + rCtJ)COS(2kr)dr} dCtJ 

1T i 1'" aQ(x + rCtJ) . (2k)d d =-- sm r rCtJ 
k S' 0 ar 
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x Ix - yl-2 sin(2k Ix - yl )dy 

(Dj = ;J. (3.3 ) 

Therefore we have 

I '" (x k)I"-..!!...- r 3Co(1 + Iyl) -p d 
J 12 , .... Ik I JR' Ix _ Yl2 Y 

< (31TCoC/k) (1 + Ixl)-(p-I), (3.4) 

where we used (1.13) with lal = 1 and (2.27) with s = 2 
and t = p, C = C( p) is a constant depending only onp. No­
tice that p < 3 by (1.15). 

Let us next estimate the term 

fz(x,k) 

=41T r Q(y)~(x-y) u(y,-k,Q(.)~(. -x»dy. 
JR' 

(3.5) 
Let a> O. It follows from the Schwarz inequality, (1.12), 
and (2.14) that 

Ifz(x,k) I 

<417" 111.~xlllc5 "u(·,-k,Q(·)~('-X)"_c5 

41TCI II Q 112 
<-k- I·-xl 6 

417"CC 1 (l+lyl)-2(P-6) < I 0 dy 
k R' ly-xl 2 

[k;>O, CI = CI(a,Q)]. (3.6) 

Using (2.27) with s = 2 and t = 2( (3 - 8), which is less 
than 3 since {3<2 [( 1.15)] and 8 >!, we obtain 

I fz(x,k) 1< [41TCICo( {3,8)lk ]( 1 + Ixl) - (2P- 26 - I), 

(3.7) 

with a constant C( (3,8) depending only on {3 and 8. Since 
(3 - 8 > iby (2.1), we have 2{3 - 28 - 1 >~. Thus, setting 

b = max ( p - 1,2{3 - 28 - 1) >~, (3.8) 

we arrive at the following proposition. 

Proposition 3.1: Let Assumption 1.1 be satisfied. Let a be 
a positive number. Then there exists a positive constant 
C4 = C4 ( (3,p,8,Co,a) depending only on{3,p,8,Co,a, where 
Co is given in (1.12) and (1.13), such that 

I/(x,k)+21T r Q(Y)2 dy l <~(l+lxl)-b 
JR'lx -yl k 

(3.9) 

holds for any k;>a and any x e R3 with b < ~ given in (3.8). 
Therefore 

1 1
/(.,k) +21T r IQ(Y~2 dyll < Cks (k;>a) JR' . - Y L,(R') 

(3.10) 

with a constant Cs = Cs ( p, p,8,Co,a). 

IV. ESTIMATE FOR OJ f(x,k) 

Let/l(x,k) and/2 (x,k) be given in (2.24). Let us first 
estimate Dj II (x,k). Setting, as in (3.1), 
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i Q(y) 
112(X,k) =/1(x,k) + 217' I 12 dy, (4.1) 

R' y-x 

we have, from (3.1) and (3.2), 

Dj / 12(x,k) 

= 217'~ {( Q(y) 2 cos(2k Ix -YI)dY} 
ax) JR' Ix - yl 

= 217'~ {( Q(x ~y) cos(2k I yl )dY}. (4.2) 
ax) JR' I yl 

Introducing the spherical coordinates and integrating by 
parts as in Sec. III, we get 

Dj/12(x,k) 

= _ !!... ~ {( ((CO aQ(xrw) Sin(2kr)dr)dw} 
k aXj JS2 Jo ar 

= - !!... ( (CO (± (DjDIQ) (x + rW)WI) 
k Js.Jo 1= I 

X sin (2kr)dr dw 

17' i 3 YI -XI = - - L (D)DIQ)(y)--
k R'I=I Iy-xl 

Xsin(2k I y - xl) Ix - yl-2 dy. (4.3) 

Thus, making use of ( 1.13) and (2.27) with s = 2 and t = p, 
we obtain the following estimate for Dj 112(X,k). 

Proposition 4.1: Let Assumption 1.1 be satisfied. Then 
we have 

IDj {II (x,k) + 217' ( Q( y) 2 dY} I 
JR'ly-xl 

< (317'CoClk)(1 + Ixl)-<p-Il (k>O, xER3), 

(4.4) 

where C = C( P,Co) is given in (3.4). 
In order to estimateh (x,k), we make use of the second 

relation of (2.17) to show 

12(X,k) = 41T ( Q( y)¢( y - x) uo(y, - k,Q¢(' - x»)dy 
JR' 

with 

- 41T ( Q( y)¢( y - x) uo( y, - k,Qu)dy 
JR' 

= hl(x,k) + h2(X,k), (4.5) 

121(X,k) =41T ( Q(y)¢(y-x)uo(y,-k,Q¢(·-x»)dy, 
JR' 

(4.6) 

and 

h2(x,i) = - 41T ( Q( y)¢( y - k)uo( y, - k,Qu)dy, 
JR' 

(4.7) 

where 

Qu = Q(z)u(z) = Q(z)u(z, - k,Q(')¢(' -x»). (4.8) 

The next two lemmas will be used when get convenient 
expressions for Djhl(X,k) and Dj/22(X,k) (Proposition 
4.4). 
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Lemma 4.2: LetXbe a normed space and letp(t) be an 
X-valued function on an interval I = (t1,12). Let q(t) be an 
X-valued, strongly continuous function on I such that 

(' + 111 

p(t + t:..t) - p(t) = Jt q(s)ds (4.9) 

for any t and t:..t with t,t + t:..t E I. 
(i) Then p ( t) is strongly differentiable in X at any tEl 

with its derivativep'(t) = q(t). 
(ii) Let Ybe a normed space and let T E H(X,y), i.e., T 

is a bounded, linear operator from X into Y. Then Tp(t) is 
strongly differentiable in Y at any tEl with its derivative 
(Tp(t»)' = Tq(t). 

Proof The proof is almost obvious by using the relation 

p(t + t) - p(t) _ q(t) = _ (q(s) - q(t»)ds. t:.. 1 J,t+at 
t:..t t:..t t 

(4.10) 

Q.E.D. 
Lemma 4.3: Let¢( y) bea «(::'valued) continuous func­

tion on R3 - {O} such that 

I ¢(y)l<c/lyIU (lyl<I), 

I ¢(y)l<c/lyIV (lyl>l), 

with constants c > 0, u < ~,and v E R. Set 

cf>x(Y) = (1 + Iyl)-Il¢(y-X), 

(4.11 ) 

(4.12) 

with ,u E R. Then cf>x (y) is an L 2,y (R3)-valued strongly 
continuous function of x E R3 if 

,u + v - r>~· (4.13) 

The proof will be given in Appendix B because it is rath­
er technical. 

Proposition 4.4: Let Assumption 1.1 be satisfied. Let 
/21 (X,k) and/22(x,k) be given in (4.6) and (4.7), respective­
ly. Then, for each k > O,hl (x,k) andh2(x,k) are C 1 func­
tions on R3 with 

DjI21(X,k) 

= - 41T ( {Q( y)(Dj ¢)( y - x») 
JR' 

x uo(y, - k,Q( .)¢(. - x») + Q( y)¢( y - x) 

X uo(y, - k,Q(.)(Dj ¢)(. -x»)}dy, 

(4.14) 

Dj h2(X,k) 

= 41T ( {Q( y)(Dj ¢)( y - x») uo( y, - k,Qu) 
JR' 

+Q(y)¢(y-x) 

X uo( y,k,Quh - k,Q(Dj ¢)(. - x») }dy, (4.15) 

forj = 1,2,3. 
Proot· Since 

(D ¢)( ) = .!L kcos(klyl) sin(klyl) (4.16) 
j y I yl I yl I Yl2 

(a lay,) ¢( y) satisifes (4.11) with u = 1 and v = 1. Noting 
that 
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[J + 1 - t5 > (i + t5) + 1 - t5 = t >~, (4.17) 

where we used (2.1), we can apply Lemma 4.3 to see that 
Q( y) (D] t/J) (y - x) is an L 2.6 (R3 )-valued, strongly con­
tinuous function of x E R3. Set j = 1 for the sake of simpli­
city. Then we have 

Q( y)t/J( y - (x + (ax),O,O))) - Q( y)t/J( y - x) 

i
X ,+4x, 

= - x, Q(y)(D)t/J)(y- (S,x2,x3»)dS, (4.18) 

for almost all y E R3, and hence it follows from Lemma 
4.2 (i) that Q( y)t/J( y - x) is partially strongly differentia­
ble in L 2.6 with respect to x) with the partial derivative 

~Q(y)t/J(y-x) = -Q(y)(D)t/J)(y-x). 
ax) 

It also follows from Lemma 4.2 (ii) that 

~uo(Y, - kQ(·)t/J(· -x») 
ax) 

= ~{Ro_ (k)(Q(.)t/J(.-x»)} 
ax) 

= -Ro_ (k)(Q(-) (D)t/J){. -x») 

= - uo(Y, - k,Q(.)(D) t/J){. -x»), 

~ uo( y, - kQ(·)u) 
ax) 

= ~{Ro_ (k)QR_(k)(Q(.)t/J(.-x»)} 
ax) 

= - uo( y, - k,Qu(·, - k,Q(D) t/J) (. - x))), 

( 4.19) 

( 4.20) 

in L 2 6 (R3
). The cases wherej = 2,3 can be treated in quite 

the s~e way. Thus, (4.14) and (4.15) are obtained from 
(4.19) and (4.20). Q.E.D. 

Now we are in a position to give an estimate forh2 (x,k). 
Proposition 4.5: Let Assumption 1.1 be satisfied. Let a be 

a positive number. Then there exists a constant 
C6 = C6 ( [J,t5,Co,a) depending only on[J, t5, a, and the con­
stant Co given in (1.12) and (1.13) such that 

IDj
/ 22 (x,k) I..; (C6I'k) (1 + Ixl) - (2t/- 26 - 1) 

(xER3, k>a, j= 1,2,3). (4.21 ) 

Proof: Since it follows from (4.16) that 

I t/J( y -x)l..;lIlx - yl, 
(4.22) 

I(Djt/J)(y-x)l..;kC7/Iy-xl (k>l, y#x), 

with a constant C7 > 0, we obtain, from the Schwarz ine­
quality and (2.14), 

Ii, Q( y)«D] t/J) (y - x») uo( y, - k,Qu)dyl 

..;IIQ(·)«Dj t/J)(. -X»)1I6 

xlluoc-, - k,Quh - k,Qt/J(' -X»)1I_6 

";kC711~11 .£L IIQu(., - k,Qt/J(. -x»116 
·-x 6 k 

[k>a, C) = C) (a,Q)] 
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(4.23) 

with a constant C( [J,t5) , where we have also used (2.27) 
with s = 2 and t = 2 ( [J - t5), as in the proof of Proposition 
3.1 [see (3.6) and (3.7)]. In the same manner we have 

Ii, Q( y)t/J( y - x) 

xuo( y,k,Qu(., - k,Q(Dj t/J){. - X»))dyl 

..; [Cr C7C( [J,t5)lk ] (1 + Ixl) - (2t/- 26- I). (4.24) 

We have (4.21) from (4.23), (4.24), and (4.15). Q.E.D. 
Let us finally estimate 12) (x,k). 

Proposition 4.6: Let Assumption 1.1 be satisfied. Then 
we have 

uo(y,k,Q(.){D] t/J){. -x») 

= ~ uo(Y, - k,Qt/J(. -x») 
aYj 

- uo(y, - k,(DjQ)t/J(. -x»), 

inL 2._ 6 (R
3
). 

Proof: It follows from (2.9) and the relation 

(D.t/J)(z-x) = at/J(z-x) 
J az. 

J 

that 

uo(y, - k,Q(·) (Dj t/J) (. - x») 

1 1 e-iklz-YI at/J(z-x) 
= - Q(z) dz. 

41r ft' Iz - yl aZj 

By the use of partial integration and the relation 

~ (e-ikIZ-YI) = _ ~ (e-ikIZ-YI), 

aZj Iz - yl (}yj Iz - yl 
we obtain, from (4.27), 

uo(y, - k,Q(' )(Dj t/J)(. - x») 

(4.25) 

(4.26) 

(4.27) 

(4.28) 

= __ 1_ r ~ {e-ikIZ-YI Q(Z)} t/J(z -x)dz 
41r Jft' aZj Iz - yl 

= + _1_ r ~ {e-ikIZ-YI} Q(z)t/J(z _ x)dz 
417' Jft' aYj Iz - yl 

_ _ e (DjQ)(z)t/J(z - x)dz 
1 1 -iklz-YI 

41T ft' Iz - yl 
=J) +J2, (4.29) 

with x # y. Here, rigorously speaking, the partial integration 
should be applied in the region B 1/£ (0) - B£ (x) - B£ (y) 
with 

B., (z) = {z E R3/1z1 < 1J} (4.30) 

Yoshimi SaitO 1150 



                                                                                                                                    

and E should be taken to zero afterwards. But, when x'#Y, 
thesingularitiesatz = xandz = y are of order Viz -xl and 
Viz - yl, respectively, and the integrand goes to zero rapid­
ly enough at infinity. Therefore (4.29) isjustified. We have 
from (2.9) that 

12 = -uo(y,-k,(DJQ)t,6(.-x»). (4.31) 

Proceeding as in the proof of Lemma 4.3 (Appendix B), we 
can easily see that the integrand of 11 is an Ll (R3 )-valued, 
strongly continuous function of y e a3

• Therefore Lemma 
4.2 can be applied to show that 

11 = .!...- {_1_ r e-iklz-yl Q(z)t,6(z _ X)dZ} 
iJyJ 47r JR' Iz - yl 

= .!...-uo(y,-k,Q(.)t,6(.-X»). (4.32) 
aYj 

Since the right-hand side of (4.32) belongs to L 2. _ /j (R3 ), 

(4.2S) follows from (4.29), (4.31), and(4.32). Q.E.D. 

Proposition 4. 7: Let Assumption 1.1 be satisfied. Then 
we have 

Dj 121 (x,k) = 41T LL (DJQ)( y)t,6( y - x) 

X uo(Y, - k,Q(.)t,6(. -x»)dy 

+ r Q(y)t,6(y-x) 
JR' 

X Uo(y,-k,(Dj Q)t,6('-X»)dy]. (4.33) 

Prool: We have, from (4.14) and Proposition 4.6, 

Dj 121 (x,k) 

= -47r[ r Q(y) at,6(y-x) 
JR' iJyj 

X uo(y,-k,Q(·)t,6(·-x»)dy 

+ r Q(y)t,6(y-x) 
JR' 
a 

X - uo(Y, - k,Q(.)t,6(. -x»)dy. 
aYj 

- r Q(y)t,6(y-x) 
JR' 

X uo(y, - k,(Dj Q)t,6(. - X»)dy]. 

By the use of integration by parts we have 

r Q( y)t,6( y - x) aa uo(y, - k,Q(. )t,6(. - x»)dy 
JR' Yj 

= - r (DjQ)( y)t,6( y - x) 
JR' 

X uo(y, - k,Q(.)t,6(. -x»)dy 

_ r Q(y) at,6(y-x) 

JR' iJyj 

X uo(y,-k,Q(·)t,6(.-x»)dy. 

(4.34) 

(4.3S) 

As in the proof of Proposition 4.6, we have to be careful of 
the singularities y = x and y = 00. But, noting that 
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t,6 ( y - x) is bounded at y = x and that uo(y) is locally L2 
and the integrand behaves reasonably well at y = 00, we can 
easily justify the procedure of partial integration. Thus we 
get (4.33) from (4.34) and (4.3S). Q.E.D. 

Now we can finish estimating DJ I (x,k). 
Proposition 4.8: Let Assumption 1.1 be satisfied. Let a be 

a positive number. Then there exists a positive constant 
C7 = C7 ( P,p,6,Co,a) such that 

IDJ {/(X,k) + 21T r Q(y) 2 dY} I 
JR' [y -xl 

«C7/k)(1 + Ixl)-b (j= 1,2,3), (4.36) 

holds for any k>a and any x e R3 with b given in (3.8). 
Therefore 

II

Dj {/hk) + 21T r Q(y) 2 dY} II 
JR' I y - ·1 L,(R') 

<Cglk (j= 1,2,3), (4.37) 

with a constant Cg = Cg ( P,p,6,Co,a). 
Proof: It follows from Propositions 4.1 and 4.S that we 

have only to show the estimate 

IDj 121 (x,k) I < (C~k) (1 + Ixl) - (2,8- 215 - I) (j = 1,2,3), 

(4.38) 

for any x e R3 and k>a. Proceeding as in the proof of Pro po­
sition 4.S, we can see that the first and second terms of the 
right-hand side of (4.33) are estimated by 
constXk -II1Q(·) I· - xl- 111/j II(DjQ)I' _xl- 111/j, whence 
we get (4.38) by using (2.27) with s = 2 and t = 2{3 - 26, 
where we should note that 2p - 26 < 2{3 - 26 by (l.lS). 

v. PROOF OF THE MAIN THEOREMS 

The proof of Theorems 1.2 and 1.3 will be divided into 
several steps. 

(I) It follows from Propositions 3.1 and 4.8 thatg(x,k) 
is a C 1 function of x e R3 for any k > 0 and satisfies the esti­
mates 

IDag(x,k)1«ClOlk) (1 + Ixl)-b 

(xeR3, k>a, lal =0,1), (S.l ) 

where ClO = ClO ( P,p,6,Co,a) is a constant depending only 
onp, p,6,Co,a, with a > Oand b = mine p - 1,2{3 - 26 - 1) 
as in (3.8). Since we have, from (2.1) and the assumption 
p>~, 

(S.2) 

we get (1.17) in Theorem 1.2 with C= ClO• Using (2.27), 
we obtain 

/ r Q(y) dY / 
Ja' Iy _x1 2 

<Cll (1 + Ixi)-<P-l) (xeR3, k>O), (S.3) 

I a r Q(y) dyl 
ax, JR' I y _x12 

= I r (D,Q)(y) dyl <C
Il

(1 + Ixi)-(P-I) 
JR' ly-xl2 

(xeR3
, k>O, j= 1,2,3), (S.4) 
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with a constant CII = CII(Co). Thus (US) in Theorem 1.2 
follows from (5.1), (5.3), and(5.4), which completes the 
proof of Theorem 1.2. 

(II) Let hex) be a function on R3 such that 

Ih(x)I<C12 (1+lxl)-'T (xeR3
), (5.5) 

with constants C12 > 0 and ". > O. Then, as is shown in Saito, 6 

Proposition 1.3 or Saito,1 Appendix A, Y*ls IYh defined 
by (1.19) belongs to Y' (R3

). Thus we see that 

Y*lsIYI(.,k) eY' (R3
), 

Y*ls IY 1(0,00) e Y'(R3
), (5.6) 

Y*ls IYg(.,k) e Y'(R3). 

By Ref. 6, Theorem 3.1 (or Ref. 7, Theorem 3.2), we have 

Q(x) = - (4~)-I{Y*ls IY 1(0,00 )}(x), (5.7) 

which, together with the relation I(x,k) - I(x,oo) 
=g(x,k), gives 

- (4~)-IY*ls IY I(·,k) - Q 

= Y*ls IYg(.,k) (k>O). (5.S) 

(III) Since I (x,k) andg(x,k) are small at infinity, they 
belong to Y'(R3). Therefore we have 

{Y I(·,k)}(s) = (Vis})Y(D}I(·,k»(s), 

{Yg( .,k)}(s) = (Visj )Y(Dj g( .,k»(s) 

[s= (SI,S2,S3) eR3
, j= 1,2,3, ... ]. (5.9) 

The right-hand sides of (5.9) are not only elements of 
Y'(R3) but also functions, because Djl(x,k) and 
D} g(x,k) areinL2(R3) by Theorem 1.2. LetAj andXj(s) 
be as in (1.20) and (1.21), respectively. Then we have 

Is IY I(·,k) = jtl ~jl Xj(s)Y(Djl(·,k»), 

(5.10) 

Noting that 

1(ls Ilis)Xj(s)I<~, (5.11 ) 

we see that each term of the right-hand sides of (5.10) be­
longs to L2(R~). Thus it follows that Y*ls IY I (.,k) and 
Y*ls IYg(.,k) are well defined as elements of L2(R3

). 

Further, we obtain, from (5.1) and (5.11), 

IIY*ls IYg(.,k) ilL, <3~ jtl II(D} g)(.,k)IIL, < ~2 
[k>a, CI2 = CI2 (t5,Q,a), a>O], (5.12) 

which completes the proof of Theorem 1.3. 

APPENDIX A: PROOF OF (2.27) 

This estimate is given in Kurodal7 without proof. Let 

I(x) = i (1 + Iyl) -, dy, (Al) 
R' ly-xl S 

with 0 < s < 3, t < 3, and s + t> 3. It is sufficient to show the 
following: (a) I(x) is a continuous function of x e R3; and 
(b) there exists a constant co> 0 such that 

l(x)<colxl-<'+'-3) (xeR3 -{0}). (A2) 

1152 J. Math. Phys., Vol. 27, No.4, April 1986 

Let us first show (a). Let Xo e R3. Taking R > 0 such 
that R > IXol, we set 

I(x) = i 1 dy 
R' I yls(1 + Iy +xl)' 

= r + r =/1(X)+/2(X), (A3) JI yl>2R Jlyl <;2R 
for x e R3 with Ixl <R. Then we have 

X-Xo 

because since ly+xl>lyI/2 by lyl>2R>2Ixl, the inte­
grand of II (x) is dominated by an integrable function which 
is independent of x and we can apply the Lebesgue conver­
gence theorem. The continuity of h (x) can be proved easily, 
since the integrand is dominated by I y I - S • Let us next show 
(b). Letx;60 and set 

I(x) = i C(1 + Iyl) -, dy 
R' ly-xl S 

= J yl<;lxl/2 + J yl>2lxl + JXI/2<;1 yl<;2lxl 

= gl (x) + g2(X) + g3(X). (AS) 

Since we have ly-xl>2- l lxl from lyl<2- l lxl andt<3, 
gl (x) is estimated as 

gl(x)< r (J..lxl)-sIYI-'dY<Cllxl-<S+'-3l, JI yl<;lxl/2 2 
(A6) 

with a constant CI >0. If I yl>2Ixl, we have I y - xl 
>2- 1

1 yl. Therefore we get 

g2(X)< r (1l1)-sIYI-'dy<c2IXI -<'+'-3). 
JIY1 >2Ixl 2 

(A7) 

Since 

g3(X)<i ly-xl-s(M)-'dY 
Ix1/2<;1 yl<;2lxl 2 

<.!.. i Izl-s dz, (AS) 
lxi' Ix + zl<;2lxl 

noting that we have Izl <31xl from Ix + zl <2Ixl, we get 

g3(X)<.!..i Izl-sdz<c3Ixl-<s+'-3). (A9) 
lxi' Izl<;3lxl 

Thus (b) follows from (A6), (A7), and (A9). 

APPENDIX B: PROOF OF LEMMA 4.3 

Let x,xo e R3 and set 

h(x,xo) = i (1 + lyl)2r -21' 
R' 

X I ¢(y -x) - ¢( y -xoW dy 

= JYI<R + JYI>R 
= hlR (x,xo) + h2R (x,xo)' (Bl) 

with R > o. We have only to show that limx _ Xo h (x,xo) = o. 
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In order to show this. it is sufficient to show the following: 

(a) limR~ 00 h2R (x,xo) = 0 uniformly when x -Xo. 

(b) limx .- xo hlR (x,xo) = 0 for any fixed R >0. 

Since (a) is easy from the condition Il + v - r >~. let us 
prove (b). It is sufficient to show that 

h(x,xo)= r 1;(y-x)-;(y-xo)1 2 dy-0 
J1Y - Xo1 <1 

asx-xo. (B2) 

because of the continuity of;( y) on R3 - {O}. Set 

K 2 = r 1;(y-x)12dy. 
)1 Y- Xol < 1 

K3= r ;(y-xo);(y-x)dy. 
)IY-Xol<1 

We can assume that Ix - xol <!. Since 

{yll y - xol < I} 
= {ylly - xl < I}u{yll y -xl;;;.1. lY -xol < I} 

-{ylly-xl<l.ly-xol>l} 

B 1uB2 -B3' 

we have 

(B3) 

(B4) 

K2= I. + I, - 13 =K21+K22+K23' (BS) 

with 

K21 = r I ;( yWdy. 
)IYI<1 

K22<constXIB21-0 asx-Xo. (B6) 

K 23<constXIB31-0 asx-xo. 

where IBj I is the Lebesgue measure of Bj and we have used 
the estimate 

ly-xl;;;.ly-xol-lx-xol>!. 

wheny E B3• Thus we have 

lim K 2 = r 1;(yWdx. 
X-Xo )IYI<I 

Let us consider K3• Taking E E (Od). we have 

K3 = r ;(z) ;(z + Xo - x)dz 
)IZI<1 

= f. + r =K31 +K32' 
~< 1%1 < 1 )Izi <€ 

(B7) 

(B8) 

(B9) 

Assuming Ix - xol < El2. we have Iz + x - xol > El2 when 
E < Izi < 1. Thus I;(z);(z + Xo - x) I is bounded uniformly 
for x such that Ix - xol < E/2. Therefore we have 

K31 = r 1;(z)12dz+o(1) (x-xo) 
)"<IZI<1 

= r 1;(zWdz+o(l) (x-xoandE~O). 
J1z1<1 

(BlO) 

On the other hand. we have 
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+ i I ;(z)1 2 dZ} =0(1) (ElO). 
Izl <3.,/2 

(Btl) 

where we should note that we get Izi < 3E/2 from Izi < E and 
Ix - xol < El2. Thus we have 

lim K3 = i I ;(z) 12 dz. (B12) 
x-Xo 1%1 <I 

It follows from (B8) and (B12) that 

h (x,xo) = i I ;(z) 12 dz + K2 - 2 Re K3-D 
Izl <I 

(B13) 

as x - Xo. which completes the proof of Lemma 4.3. 
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A closed form solution of the s-wave Bethe-Goldstone equation with an 
infinite repulsive core 
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A closed form s-wave solution of the Bethe-Goldstone equation for the interaction of two 
nucleons characterized by a potential with an infinite repulsive core is obtained in terms of 
angular prolate spheroidal wave functions that arise naturally in the analysis of band-limited 
functions. The asymptotic result for the case of small core radius shows excellent agreement with 
known results obtained via an approximate iterative procedure. 

I. INTRODUCTION 

In this paper we present a closed forms-wave solution of 
the Bethe-Goldstone equation for the interaction of two nu­
cleons characterized by a potential with an infinite repulsive 
core. The Bethe-Goldstone equation in this case is simply 
the Schrodinger equation for a pair of interacting nucleons in 
the Fermi sea, omitting entirely the interaction of these par­
ticles with the rest of the Fermi sea (Brueckner's indepen­
dent pair approximation). The force between two nucleons 
is singular. The s-wave solutions are the only ones that pene­
trate to small relative distances where the effects of the sin­
gular potential are strongest. 

Bethe and Goldstone1 considered the solution of the in­
tegral equation 

",(x) =eikox_ J d 3yv(y)",(y)G(x,y), (1.1) 

where "'(x) is the wave function of the interacting pair, Iik is 
the relative momentum, x is the relative distance, and IikF is 
the Fermi momentum. The nonlocal operator G is defined by 

G(x,y) =_1_ r d
3
t eit.(X- y ), (1.2) 

(217')3 Jr e(t) 

where the integration is taken over the region outside the 
Fermi sphere, i.e., r: I! P ± tl > kF and liP is the momen­
tum of the center of mass. In the effective mass approxima­
tion, e(t) is taken to be a quadratic of the form 

e(t) = (t 2 - k2)/M*, 

where M * is the effective mass. 
Using the effective mass approximation, Eq. (1.1) can 

be transformed into an integrodifferential equation upon ap­
plying the operator V2 + k 2, viz., 

(V2 + k 2)",(X) = v(x)",(x) 

-J d 3y v( y)",,(y) g(x - y), ( 1.3a) 

where 

g(x - y) = __ eifo(x- y ) • r d3t . 

(217')3 
( 1.3b) 

The region of integration f is the complement of the region 
r. The last term in Eq. (l.3a) is nonlocal and it represents 
the effect of the Pauli's exclusion principle. 

For a spherically symmetric potential v(x) and the sim-

plest case when P = 0, the angular components can be eli­
minated. If Pj60, Eq. (1.3b) becomes quite complicated 
since we have to consider the coupling of different angular 
momenta. With the assumptions above, we look for the s­
wave solution to Eq. (1.3a) in the form 

",,(x) =x-1u(x). (1.4) 

In terms of u (x), Eqs. (1.3) become 

(:x: + k 2
) u(x) = v(x)u(x) - f" X(x,y)v( y)u( y) dy, 

( 1.5a) 

=J..[sinkF(X- y ) _ SinkF(x+ y)]. 

17' x-y x+y 

( 1.5b) 

Equation (1.5a) will be referred to, from now on, as the s­
wave Bethe-Goldstone equation. 

In general, the Bethe-Goldstone equation only can be 
solved numerically through iteration but the subtleties of the 
physics involved are usually lost in the process. In Ref. 1, 
Bethe and Goldstone originally demonstrated that the equa­
tion can be solved analytically for a hard-core potential. 
Their approximate iterative solution, however, is valid only 
for small core radius. In this paper, we present a closed form 
solution in terms of prolate spheroidal functions. Prolate 
spheroidal functions arise naturally in the analysis of band­
limited functions. 2.3 As it turns out, the repulsive core intro­
duces the band-limiting phenomenon on the wave function 
thereby allowing us to expand a part of the product 
v(x)u(x) in a series of prolate spheroidal functions. For 
small core radius, our result reduces to the approximate so­
lution obtained in Ref. 1. 

This paper is organized as follows: In Sec. II, we present 
the Bethe-Goldstone equation for a repulsive core and de­
rive a Fredholm integral equation with a symmetric kernel. 
Some known results concerning prolate spheroidal functions 
and their relationship to the band-limited solutions of the 
homogeneous integral equation are given in Sec. III. The 
solution ofthes-wave Bethe-Goldstone equation is obtained 
in Sec. IV. Section V shows that the approximate solution for 
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a small core radius is in excellent agreement with known 
results. Finally, the normalization constant and the diagonal 
elements of the reaction matrix are derived in Secs. VI and 
VII, respectively. 

II. THE a-WAVE EQUATION FOR A REPULSIVE HARD 
CORE POTENTIAL 

For convenience, we introduce the dimensionless vari­
ables 

r=kFx, r' = kFy, K =k/kF, 

v(r)==v(x)/kF, u(r)=kFu(x), 

so that Eqs. (1.5) become 

(:; + K2) u(r) 

= v(r)u(r) - L"" x(r,r')v(r')u(r') dr', 

where the kernel is 

( ') 1 [sin(r - r') _ siner + r') ] . X r,r =-
1r r-r' r+r' 

(2.1 ) 

(2.2a) 

(2.2b) 

Let the hard core potential extend to a distance (dimen­
sionless) c. Since the wave function must vanish inside the 
infinite potential and be nonzero elsewhere, it must be con­
tinuous at r = c but its slope may be discontinuous at the 
core boundary. The product v(r)u(r) can then be taken as 

v(r)u(r) = At5(r - c) + tiJ(r)8(c - r), (2.3) 

where 8(c - r) is the Heaviside step function and the nor­
malization constantA has to be determined by the condition 
that the wave function asymptotically goes over into the 
free-particle wave function so that there is no s-wave phase 
shift. This implies the condition 

lim [u(r)/r]-jo(Kr). (2.4) 
1'-+ + "" 

This is a consequence of the exclusion principle. 
The first term in Eq. (2.3) gives the discontinuity of the 

slope of the wave function at the core boundary while the 
second term shows that the contribution of tiJ(r) is nonvan­
ishing only inside the core. This is possible because of the 
limiting process ~oo, u-o for r < c. This extra term must 
be determined so that 

u" +K 2u =0, r<c. 

Substituting Eq. (2.3) into Eq. (2.2a) and upon using the 
condition above, we obtain the Fredholm integral equation 
of the second kind 

tiJ(r) = Ax(r,c) + [x(r,r')tiJ(r') dr', r<c, (2.5) 

for the unknown function tiJ (r), which satisfies the condition 

to, r>c, 
tiJ(r) = finite, r < c. (2.6) 

For small core radius c, Eq. (2.5) can be quite easily 
solved by iteration as was originally done by Bethe and 
Goldstone. For large c, this is no longer possible. 

The condition (2.6) implies that the unknown function 
tiJ (r) is band limited. To facilitate our solution of the integral 
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equation (2.5) via band-limited functions, we extend the re­
gion of integration to include - c < r < 0. This requires the 
extension of tiJ(r) and x(r,c) as odd functions of r in 
- c < r < 0, i.e., 

() {
tiJ(r), O<r<c, 

tiJ r = 
-tiJ( -r), -c<r<O; 

{
x(r,c), O<r<c, 

x(r,c) = 
- X ( - r,c), - c < r < 0. 

With the adjustments above, Eq. (2.5) becomes 

(2.7a) 

(2.7b) 

() 1 I sin(r-r') 
tiJ r -- tiJ(r') dr' = Ax(r,c), Irl<c, 

1r -c r-r' 
(2.8) 

subject to the condition 

() {
O, Irl >c, 

tiJ r = 
finite, Irl < c. 

(2.9) 

Equation (2.8) is an integral equation of the convolu­
tion type, which can, in principle, be solved by first reducing 
it to a Riemann-Hilbert boundary value problem.4 How­
ever, in view of the fact that tiJ(r) is band limited, we are 
prompted to search for solutions that exhibit this behavior. 
The next section outlines some of the known facts about the 
eigenvalues and eigenfunctions of the homogeneous integral 
equation 

Af(t) = II f (s) sin c(t - s) ds, It 1< 1, (2.10) 
-I 1r(t- s) 

via prolate spheroidal functions. 

III. SOME KNOWN RESULTS 

The theory of prolate spheroidal functions can be found 
in numerous booksS-8 and articles.2,3,9,lo To achieve consis­
tency we will adopt the notation ofFlammer.6 

The integral equation 

Af(t) = II f(s) sin c(t - s) ds, It I < 1, 
-I 1r(t-s) 

f(t)eL 2 ( - 1,1), (3.1) 

with a symmetric L2 kernel has a denumerable set of eigen­
values, 

1 >Ao>AI > · .. >0, 

to which each Ai is an associated real-valued eigenfunction 
It (t), which forms a complete set in L2 ( - 1,1) and which 
satisfies the orthogonal condition 

I~ lit (t)}j(t) dt = At t5ij (3.2) 

and the eigenvalue problem 

A;/;(t)=f
l 

h(S) sinc(t-s) ds, /t/<1. (3.3) 
-I 1r(t-s) 

The eigenfunctions h (t) are also bounded continuous solu­
tions of the eigenvalue problem 

{:t [(t2 - 1) :rl + c2t2} h (t) = Xih (t), 

- 00 <t< 00, (3.4) 

with the eigenvalues denumerated as follows: 
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O<XO<Xl < .... 
The eigenfunctions J; (t) are band limited and are ex­

pressible in terms of the angular prolate spheroidal functions 
of zeroth order, SOn (c,t), n = 0,1,2,3, .... These prolate 
spheroidal functions satisfy both Eqs. (3.3) and (3.4), are 
real for real t, are continuous functions also of c for c:;..O, and 
can be extended to be entire functions of the complex vari­
able t. The functions SOn (c,t) are orthogonal in the interval 
- 1 < t < 1 and each function has exactly n zeros in the same 

interval. They are even or odd functions of t according as n is 
even or odd. Both the eigenvalues An (c) of the integral equa­
tion (3.3) and the eigenvalues X n (c) of the differential equa­
tion (3.4) are continuous functions of c. 

In the limit as c-o, we have Xn (0) = n(n + 1), 
n = 0,1,2, ... , so that Eq. (3.4) becomes the familiar Le­
gendre differential equation, and consequently 

SOn (c,t)-Pn (t) as c-o. 

The eigenvalues An (C), on the other hand, can be ex­
pressed in terms of the radial prolate spheroidal functions, 
R a!) (c,t), which differ from the angular functions by a real 
scale factor. 

The following asymptotic expansions can be found in 
Refs. 11 and 12: 

An (c) = (2c/1r) [Rg!)(C,1)]2, anyc. 

For fixed n and small c, 

An (C) = ~ [ 22n(n!)3 ]2c2n + 1 

1T (2n)!(2n + I)! 

xexp{- (2n~l)c2 2[I+O(C4 )]}. 

(2n-l) (2n+3) 

For fixed n and large c, 
23n + 2.J1icn + 1I2e - 2c 

I-A (c) =--'------n , n. 

Some values have been tabulated in Ref. 11. 

(3.5) 

(3.6) 

We will also need the asymptotic expansion of SOn (c,t) 
for fixed n and small c (see Ref. 12). 

2[ n(n-l) P ) SOn (c,t) = Pn (t) + c 2 n - 2 (t 
2(2n - 1) (2n + 1) 

_ (n + l)(n + 2) P (t)] + O(c4 ), 

2(2n + 3)3(2n + 1) n+2 

(3.7) 

where the Pn 's are the Legendre polynomials. 

IV. SOLUTION OF EQ. (2.8) AND EQ. (2.2) 

We can change Eq. (2.8) by the substitutions 

r = ct, r' = cs, 
(4.1 ) 

A -lliJ (r) =I(t), x(r,c) =g(t), 

to 
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II sin c(t - s) 
I (t) - I (s) ds = g(t), It I < 1. 

-I 1T(t-S) 
(4.2) 

We now seek a solution l(t) eL2( - 1,1) ofEq. (4.2) such 
that I (t) e B, the class of band-limited functions in I t I < 1. 

The integral operator 

K/=JI sinc(t-s) I(s) ds (4.3) 
-I 1T(t - s) 

has a continuous and symmetric kernel for all - 1 < t,s < 1 
so that K is a self-adjoint compact operator in L 2 ( - 1,1) 
(see Ref. 13). Furthermore, for any t/J e L2 ( - 1,1), we have 
the inner product 

(Kt/J,t/J) :;"0, 

so that K is positive. This guarantees the existence of a denu­
merable set of real and non-negative eigenvalues {A,,}:'= 1 

and a corresponding set of orthogonal eigenfunctions 
{Son (c,t) }:' = 1 SO that by an application of Hilbert-Schmidt 
theorem 14 we can easily derive the solution of Eq. (4.1) in 
terms of an absolutely and uniformly convergent series as 
follows: 

l(t) =g(t) + i: ( ~n, ) (g(t'),f.. (t'»f.. (t), 
n=1 1 I'I. n 

where the eigenfunctions will be chosen as 

[
An (e) ]112 

In(t) = -- Son (e,f), 
Un(C) 

U~ (c) = J~ 1 [Son (C,t)]2 dt. 

(4.4) 

(4.5) 

The eigenfunctions In (t) are scaled as such so that the nor­
malization condition (3.2) is satisfied. 

The inner product in Eq. (4.4) is defined as 

(g(tI),Jn(t'» = J~I g(tI)ln(t') dt'. (4.6) 

Observe from Eq. (2.8) that g(t) = x(r,c) is an odd 
function of t and since f.. ( - t) = ( - l)n f.. (t), Eq. (4.6) 

becomes 

(g(t '),In (t '» 

{

O' n = even, 

= 2 fg(tI)ln(tl)dt l, n=odd, 

= ~II sinc(t - 1) f.. (t) dt 
c -1 1T(t - 1) 

= (21e) An (c) In (1), n = odd. (4.7) 

The second equality was obtained by substituting the defini­
tion ofg(t ') and utilizing the parity of In (t ') while the last 
equality results from a direct application ofEq. (3.3). 

The complete solution of the integral equation (4.2) is, 
therefore, 

U 2 

l(t)=g(t) + L ~ In (1)f..(t), Itl<l, 
nodd c(1- n) 

(4.8) 
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or, in terms of angular prolate spheroidal functions, 

U 3 

f(t) =g(t) + L (1-;) So,,(c,l)So,,(c,t), 
"oddC n U" 

It 1< 1. (4.9) 

The solution above now can be expanded to any desired or­
der of c. This completes the determination of the extra con­
tribution w(r). 

Since the wave function vanishes inside the core, the 
integrodifi"erential equation (2.2) becomes 

(:; +K2) u(r) 

= A [I5(r - c) - x(r,c)] - [ x(r,r')w(r') dr', 

r>c. (4.10) 

Since u (0) = 0, this equation can be solved easily to give 

u(r)=- F(s)sinK(r-s)ds, r>c, 1 iT 
K 0 

(4.11a) 

where 

F(s) = A [I5(s - c) - X(s,c)] - [ X(s,s')w(s') ds'. 

(4.11b) 

This completes the solution of the (dimensionless) s­
wave Bethe-Goldstone equation (2.2) apart from the nor­
malization constant A. 

V. APPROXIMATE SOLUTION FOR SMALL CORE 
RADIUS 

From Eqs. (4.1) and (4.9) we have 

A -Iw(r) = x(r,c) + L B ~Son(C':')' O<r<c 
nodd C 

(5.1 ) 

where 

B~ = [U!!c(1-An )Un] So,,(c,l), 

and we have restricted ourselves back to 0 < r < c. 
The integral in Eq. (4.11 b) then becomes 

A [ X(s,s') [X(S',C) + n~d B ~So" (c, ~)] ds'. (5.2) 

By the symmetry property of X(s,s') and the parity of 
SOn (c,s'!c) , the second integral becomes 

[X(S,S')So,,(c, ~)dS'=AnSo,,(C'~). (5.3) 

so that 

A -IF(s) = [15(s - c) - X(s,c)] 

- [ X(s,s')X(s',c) ds' 

u(r) = - F(s) sin K(r - s) ds 1 iT 
K 0 

= (A IK) (I - II - III), (5.5) 

with 

1= f [15(s - c) - X(s,c)] sin K(r - s) ds, 

II = f [[ X(s,s')X(s',c) dS'] sinK(r-s) ds, 

(5.6) 

III = L B" [SO" (c,!.) sin K(r - s) ds. 
"odd 0 c 

For smallc, 

X(x, y) - 2xyI31T, X, Y < c, 

so that II can be integrated approximately to give 

11- 4c
4 

(.:.. _ sin kr) . 
27r K K2 

The expression I is precisely the approximate solution given 
in Ref. 1. Their result is quoted in the Appendix. 

The last integral III is approximately 

IlIa; L B" [p" (!.) sin K(r - s) ds 
" odd 0 C 

= BI [ PI (~) sin K(r - s) ds + ... 

_O(CIO), (5.7) 

where we have used the known results in Sec. III. This means 
that the contribution of III is negligible and the major contri­
bution to the wave function comes from I and II. This agrees 
with the result obtained in Ref. 1. 

VI. NORMALIZATION CONSTANT A 

For completeness we shall determine the normalization 
constantA. From Eq. (5.5) we have 

I iT u(r) = - F(s) sin K(r - s) ds 
K 0 

sinKr iT =-- F(s) cos Ksds 
K 0 

- cos Kr iT F(s) sin Ks ds. (6.1) 
r 0 

The far-field scattering requirement (2.4) demands that the 
second integral above must vanish as r~ + 00, i.e., 

I"" F(s) sin Ks ds = O. (6.2) 

Now consider 

A -I I"" F(s) sin Ks ds 

- L B"So,,(C,!.) , 
"odd C 

(5.4) = I"" {[I5(s-c) -x(s,c)] 

- [ X (s,s')x(s',c) ds' 
whereB"===A.,,B ~. 

From Eq. (4.11a), the wave function becomes 
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- n~ BnSon (C' ~)} sin Ks ds 

(IV - V), (6.3 ) 

with 

IV = i'" [8(s - c) - X(s,c)] sin Ks ds 

V = i"" [ I x(s,s')x(s',c) ds' 

+ n~ BnSon (c,~)] sin Ks ds. 

If we rewrite 

8(s-c) - X(s,c) = '2sc ("" jo(ts)jo(tc)t 2 dt, (6.4) 
1T Jl 

then IV becomes 

IV = c i"" tjo(tc)8(K - t) dt = O. 

The last integral vanishes since t lies outside the Fermi 
sphere while K lies inside. 15 

For small c, the first term in V is of O(c4
) while the 

second term is of O(c lO
) so that V is essentially zero. This 

proves the condition (6.2). 
Finally, the condition (2.4) implies that 

fO F(s) cos Ks ds = 1, (6.5) 

so that the normalization constant for small c is 

A 1= i"" {[8(S-C) -x(s,c)] 

- [(2~~) - n~d BnSon(C,~)]} cos Ksds. 

(6.6) 

The first square-bracket term is precisely the result obtained 
in Ref. 1 (see the Appendix) while the second square­
bracket term constitutes additional contributions. 

VII. THE REACTION MATRIX 

The most important quantity of interest is the diagonal 
elements of the reaction matrix, which gives the potential 
energy. It is given by 

(kiG Ik) = f d 3x v(x)¢,(x)e- ik
." 

= -- v(r)u(r) --dr. 41T f sinKr 

M*kF K 
(7.1) 

Upon substituting u(r)u(r) from Eq. (2.3) and using the 
result Eq. (5.l), we can show that 

(kiG Ik) = 41TA {Sin Kc + [ [x(r,c) 
M*k 0 
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+~ (sinKc-KcosKc) +O(C10
)}. 

31TK 

for small c. (7.2) 

The first term above is precisely the result obtained in Ref. 1. 

APPENDIX 

The approximate solution from Ref. I is 

u(r) = ~ r ! (s) sin K(r - s) ds, 
K Jo 

where 

!(r)st.A8(r-c) -Ax(r,c). 

From Eqs. (AI), we obtain 

(Al) 

u(r)st.BsinKr+ C cos Kr, (A2) 

B = ~ {[21T- Si(1 + K)2c -Si(1-K)2c] cosKc 
21TK 

+ [In! =~ + Ci(l +K)2c- Ci(I-K)2c] SinKC}, 

C=~ {[In l 
+K -Ci(l +K)2c+Ci(I-K)2c] cosKc 

21TK l-K 

- [Si(1 +k)2c+Si(1-K)2c] sinKc}, 

where 

Si(z) = r sin t dt, 
Jo t 

. iZcoSt-l 
CI(Z) =r+lnz+ dt 

o t 
r = 0.577 216 is Euler's constant. 

(Iargzl <1T), 

The normalization constant is determined by the condition 
(2.4) so that 

A -1 = [ 1 - : (2 - KIn : = ~) -... ] . (A3 ) 
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The fluorescent spectra arising from the interaction of a three-level atom with a strong pump field 
and a weak signal field have been studied simultaneously. The atom consists of an upper excited 
state 12) and two lower ground states 13) and 11), which arise by removing the degeneracy of the 
ground state by applying internal or external fields. The laser field depletes the metastable state 
13) by bringing the electrons into the excited state 12) from where the electrons emit photons and 
decay into the lower states through the transitions 12) ----+ 13) and 12) ----+ 11), which are described 
by the signal field. Using a classical description of the laser field, where in the model Hamiltonian 
the laser-atom interaction is treated classically while the free and interacting electron and signal 
fields are quantized, the decay process 12) ++ 11) of the signal field is considered by evaluating the 
appropriate Green's function of the system. The spectral function for the 12) ++ 11) transition of 
the signal field describes one-photon, three-photon, and two-photon Raman processes, 
respectively. The one-photon spectra consist of the main peak at the signal frequency and a pair of 
sidebands, which are symmetrically located from the position of the main peak. The intensity of 
the main peak is positive while that of the sidebands is negative indicating that the signal is 
attenuated and is amplified at the corresponding frequencies, respectively. The three-photon and 
two-photon Raman spectra are described by a doublet, respectively, whose intensities are always 
negative, implying amplification of the signal field. The computed spectra are presented 
graphically and compared with those derived in a recent study, where the laser field is quantized 
and photon-photon correlations are taken into consideration in the limit of high photon densities 
of the laser field. A detailed discussion of both treatments is given for the processes under 
investigation. 

I. INTRODUCTION 

Several experimental l
-6 and theoretical 7-10 papers have 

studied the physical process of the optical amplification of 
sidebands arising in atomic systems, which interact with 
strong pump fields and weak signal fields simultaneously. 
We have recently considered, 10 hereafter referred to as I, the 
excitation spectra of a three-level atom interacting simulta­
neously with a strong laser field and a weak signal field. The 
atomic system, depicted in Fig. 1, consists of an upper excit­
ed state 12) and two lower states 10 and 13), where the 
degeneracy of the ground state has been lifted by internal 
process or by applying an external electric or a magnetic 
field. The strong laser field depletes the metastable state 13) 
by bringing the electrons into the excited state 12), 
13) ----+ 12), from where the electrons follow simultaneously 
to decay processes 12) ----+ 13) and 12) ----+ It), which are de­
scribed by the signal field. 

ed in Fig. 1, have been calculated in I by making use ofthe 
Green's function formalism in the limit of high photon den­
sities of the laser field. In I, a model Hamiltonian is used, 
where all the free and interacting fields, namely, the elec­
tron, the signal (vacuum), and the laser fields, respectively, 
are quantized. The present study is an extension of! by con­
sidering the same processes as in I but using a classical de­
scription of the laser field while the electron and signal fields 
remain quantized as before. 

For the system shown in Fig. 1, which is the three-level 
analog of Mollow's two-level system,7 the spectral functions 
for the 11 )++12) transitions of the signal field have been cal­
culated in I describing the stimulated processes of the one­
photon, three-photon, and two-photon Raman, respectively. 
It is found that the intensities of the sidebands for the pro­
cesses in question take negative values indicating that strong 
amplification of the signal field occurs at the corresponding 
frequencies. 10 

The excitation spectra, which describe the stimulated 
one-, two- and three-photon processes for the system depict-

a) Issued as NRCC No. 25017. 

The classical description of the laser field is used in Sec. 
II to calculate the Green's functions for the 11 )++12) transi­
tion describing the one- and three-photon processes, respec­
tively. The excitation spectra for the one-photon and three­
photon processes are considered in Sec. III, where the 
spectral functions for the processes in question are derived 
and compared with those derived in I while the computed 
spectra are presented graphically and discussed. The spec­
tral function for the two-photon Raman spectra is calculated 

I 
~3 

J 
l23 

Wb ~I W21= 

12> 

w 

." 

,[31 
W 

II> 
FIG. 1. Energy-level diagram ofa three-level atom. The solid line indicates 
the laser field operating between the states 12) and 13). 12) .... 13). Wiggly 
lines describe the radiative decays 12) -+ J3) and 12) -+ 11), respectively. 
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in Sec. IV and compared with the corresponding ones ob­
tained in I. A summary ofthe derived results is given in Sec. 
V. 

II. CLASSICAL DESCRIPTION OF THE LASER FIELD 

We shall calculate here the expression for the Green's 
function G 12,21 (w) = «aTa2;aIa1» by using a classical 
description of the laser field, namely, the derivation of the 
classical counterpart of the expressions (29), (30), and (49) 
of I will be illustrated, which describe stimulated one-pho­
ton, three-photon, and two-photon processes, respectively. 
The Green's function G 12,21 (w) is defined by Eqs. (3)-(5) 
ofI, whereat and ai are the Fermi creation and annihilation 
operators describing the electron states I i) depicted in Fig. 1. 
To avoid repetitions, we adopt exactly the same system and 
notation as in I, hence, the reader is referred to I for details. 
Thus equations from I will be referred to I and will not be 
repeated here. Only new results and those differing from I 
will be quoted here. 

To treat the laser field b classically, we consider the Ha­
miltonian (I) ofl, where the term Wbnb is omitted (interac­
tion representation for the laser field) while the fourth term 
describing the laser-atom interaction is replaced by 

!igb (al a2 - ala3 )(ilLlb
' + e - ilLl

b
') , (1) 

where gb is the corresponding classical counterpart for the 
Rabi frequency fib defined by Eq. (17) of I. Using this Ha­
miltonian, we derive the equation of motion for the Green's 
function G12•21 (w) as 

G 12,21 (w) = [crl/4di2(w)] [G~3b(W) + G~3bt(W)], (2) 

where 

(3) 

(4) 

The Green's functions G ~3b (w) and G ~3b t (w) are the clas­
sical counterparts with respect to the laser field b to those of 
G I3b,31(b+bt ) (w) and G 13bt,31(b+b t ) (w) defined by Eqs. 
(15) and (16) ofl, respectively. 

To proceed further, we calculate the Green's functions 
G ~3b (w) and G13b t (w) in the rotating wave approximation 
(RWA) as has been done for G I3b,31(b+b t ) (w) and 
G13b t,31(b+ b t) (w) in I to derive the result 

G~,~WA(W) = (n3 - n1)d12 (w) (5) 

21T[dI2(W)dI3b(W) -crl/4 ] 

GC,RWA(W) = 
13b t 

21T[d13bt(w)dI2btbt(w) -giI4] 

(6) 
where the propagators d 12 (w), dl3b (w),d13bt (w), and 
d 12btbt (w) are defined by Eqs. (9) and (23)-(25) ofI, re­
spectively. Substituting Eqs. (5) and (6) into Eq. (2), we 
obtain 

G 12,21 (w) = n~2,21 (w) + S~2,21 (w), (7) 
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where 

S~2,21 (w) = 
81Td i2 (w) [ dl3b t (w )dl2b tb t (w) - gi14] 

(9) 
Comparison between Eqs. (5) and (6) with the corre­

sponding Eqs. (21) and (22) ofl implies that Eqs. (5) and 
(6) are similar to those of (21) and (22) ofl but their de­

nominators differ by the numerical factor of! provided that 
the correspondence principle is applicable, namely, when 
the interchange fib+±Kb is considered. Thus only when the 
interchange crl+±2fi~ holds, then the classical expressions 
(5) and (6) become identical to Eqs. (21) and (22) ofI, 
respectively, which are derived when the laser field is quan­
tized and photon correlations are taken into account in the 
limit of high photon densities. As has been discussed else­
where,9-13 the factor of 2 arises when use is made of the 
decoupling approximation of the form /3 L/3b/3b 

- 2(j3L/3b )/3b' which is applicable in the limit of high pho­
ton densities nb > 1 and describes the Bose character of the 
photons when photon-photon correlations are considered. 
Here, /3 band /3 b are photon creation and annihilation oper­
ators of the laser field, which obey Bose statistics and 
nb = (j3 L/3b) is the average value of the photon number den­
sityoperator. 

The expression (8) for n~2,21 (w) describes the one-pho­
ton process near the frequency of the signal field w ;::;W21 and 
it is larger by a factor of 2 than the corresponding expression 
given by Eq. (29) of I. The expression (9) for S~2,2dw) is 
the classical counterpart of Eq. (30) of I and describes the 
three-photon processes near the frequency w;::; W21 - 2w b • 

In the limit when gb - 0, the functions n~2,21 (w) - 0 and 
S~2,21 (w) - 0 and, hence, the functions n~2,21 (w) and 
S~2,21 (w), by analogy with the functions n 12,21 (w), and 
812,21 (w) of I, behave as describing stimulated one-photon 
and three-photon processes, respectively. 

III. EXCITATION SPECTRA 

To discuss the excitation spectra, we introduce the nota­
tion 

X = (w - W 2 1 )1'1+ Y = (w - W 21 + 2wb )1'1+ , 
(lOa) 

Vb=(W23 -wb )I'I+, Sb=gbl'l+, S2=!(S~+~)' 
( lOb) 

where X and Yare the reduced detuning frequencies of the 
signal field and of the three-photon process, respectively, 
Vb and Sb are the relative detuning and the relative classical 
Rabi frequency, respectively, while 5 defines the total rela­
tive shift arising from the classical Rabi frequency and the 
detuning of the laser field. In Eqs. (lOa) and (10b ) , 
2'1+ = r'i1 + r'i3' where r'i1 and r'i3 are the spontaneous 
transition probabilities defined by Eq. (12) of!. Substituting 
Eqs. (lOa) and (lOb) into Eqs. (8) and (9) we have 
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nc (w) - 3 1 _ _ ______ _ (n - n ) [2 1 + Vb 114 - il2S 1 - vbl2s + il2S ] 
12,21 - 4~+ X + i X + !Vb - 5 + il2 X + !Vb + 5 + il2 ' 

(11a) 

(n3 - n1),rl [1 + Vb 114 - il14 1 - vbl14 + il2S ] 
S~2,21 (w) = - 16~+ dr2 (w) Y + !vb - 5 + i/2 + Y + !vb + 5 + i/2 . (lIb) 

The . excitation spectra are described by the spectral 
function determined by the imaginary part of the Green's 
function G12,21 (w), which is equal to 

P~2 (w)== - 2 1m G12,21 (w) 

= - 2 Im[n~2,21 (w) + S~2,21 (w)] 

(n3 - nd [ ,rl ] = F~2 (X) + 4d
2 

J~2 (Y) , 
2~+ 12(W) 

(12) 
where 

F~2(X) = 2/(x2 + 1) -LC(X,vb,S) -LC(X,Vb -5), 
(13 ) 

J~2(Y) = -LC(Y,Vb'S) -LC(Y,vb, -5), (14) 

and the shape function L C(A,Vb ± 5) is defined as 

L C(A v 5) = !( 1 ± vbl2s) ± (A + !vb =F s)/2g . 
'b± (A +!vb =FS)2+! 

(15) 

TheexpressionP~2 (w) given by Eq. (12) is the classical 
counterpart ofEq. (36) of! and defines the absorption coef­
ficient of the signal field describing the physical processes 
near the frequencies W~W21 (X ~O) and W~W21 - lwb 

( Y ~ 0), respectively. The shape functions 
F~2 (X) andJh (Y) given by Eqs. (13) and (14), respec­
tively, are the classical counterparts of the corresponding 
expressions determined by Eqs. (37) and (38) ofl. 

Comparison betweenEq. (13) forF~2 (X) andEq. (37) 
of! for FdX) implies that, apart from the difference in the 
expressions between T/ and 5, the function F~2 (X) is larger 
by afactorof2than that ofFI2 (X). We define by Eq. (32) of 
I, namely, 

T/2 = T/~/2 + ~/4, (16) 

and describes the total relative frequency shift arising from 
the Rabi frequency and the detuning while the correspond­
ing one for 5 is defined by Eq. (lOb). As an illustration, the 
functions F12 (X) and F~2 (X) denoted as relative intensities 
are plotted in Fig. 2 versus the relative frequency X for the 
constant value of T/ b = 5 b = 10 and different values of de­
tuning Vb' The computed spectra described by the functions 
F I2 (X) and F~2 (X) are depicted in Fig. 2 by solid and 
dashed lines, respectively; the spectra for F 12 (X) (solid 
lines) are identical to those given in Fig. 2 on. The spectra in 
Fig. 2 consist of the main peak at the frequency X = 0 of the 
signal field and a pair of sidebands that are peaked at 
X = - ~Vb ± T/ (solid lines) and at X = - ~Vb ± 5 
(dashed lines), respectively. The frequency shifts between 
the positions of the sidebands described by F 12 (X) (solid 
lines) and those by F~2 (X) (dashed lines) are equal to 
± (T/ - 5), while the corresponding maximum relative in-
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tensities are determined by the expressions 
i ± = (1 ± vbI2T/) and 1'C± = 2( 1 ± Vb 125) , respectively. 
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FIG. 2. One-photon spectra. The relative intensitiesFI2(X) andF~2 (X) are 
computed from the rhs ofEq. (37) ofI and Eq. (13), respectively, and are 
plotted versus the relative frequency X = ('" -W21)/,P+ for the relative 
Rabi frequency "lb = 10 and its classical counterpart Sb = 10 and various 
detunings. (a) Vb = 0, (b) Vb = 5, (c) Vb = 10, and (d) Vb = 20. Solid and 
dashed lines denote the spectra described by the shape functions FI2(X) and 
its classical counterpart F~2 (X), respectively. 
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The spectral function J~2 (Y) defined by Eq. (14) for 
the three-photon process describes a pair of sidebands that 
are peaked at the frequencies Y = - ~Vb ± 5, respectively. 
The frequency shifts between the peaks of the doublets de­
scribed by the functions J 12 (Y) and J ~ 2 (Y) are equal to 
± (1] - 5), while the corresponding maximum relative in­

tensities of the doublets are determined by the expressions 
i ± = - 2(1 ± Vb/21]) and {'± = - 2(1 + vbI2s), re­
spectively. Hence, the spectra described by the function 
J~2 (Y) may be obtained from those computed from Eq. 
(38) of I and depicted in Fig. 4 of I if the positions of the 
peaks are shifted by ± (1] - 5) while their corresponding 
intensities by ± Vb ( 1/1] - 1/5), respectively. 

IV. TWO-PHOTON RAMAN SPECTRA 

To consider the excitation spectrum near the Raman 
frequency w = W31 ::::;w21 - wb, we have to decouple the 
Green's functions that appear on the right-hand side (rhs) 
ofEq. (2) as has been done in I. In order to apply the decou­
pIing approximation defined by Eq. (43) of I, we notice that 
the classical equivalent of the field-theoretical quantum me­
chanical expression quoted in I, namely, 

«Pb +PX)(PX +Pb»::::;l +2nb::::;2nb, (17) 

where nb = (f3XPb) > 1 is the average value of the photon 
number operator of the laser field, is given by\3 

(18) 

Then using Eq. (18) and following the analogous procedure, 
which is used to derive Eq. (45) of I from Eq. (14) of I, we 
obtain 

G]2,21 (w) = 012,21 (w) + R ~2 (w), 

where 

R~2(W) = [gil2d~2(w)]G\3,31(w), 

G 13,31 (w) = «ata3;a!a1». 

(19) 

(20) 

(21 ) 

The Green's function 012,21 (w) describes excitations near 
the frequencies W::::; ± w b and will not be considered here, 
while the Green's function G13 ,31 (w) describes excitations 
near the required Raman frequency W::::;W31 ::::;W21 - wb ; Eq. 
(20) is the classical counterpart ofEq, (46) ofl. Following 
I, we proceed to calculate the Green's function G13 ,31 (w) in 
the RWA by making use of the Hamiltonian (1) of! but 
with the laser-atom interaction defined by Eq. (1). The re­
sult is 

RWA (n3- n 1)d12bt (w) 
G 1331 (w) = - , (22) 

, 21T[d13 (w)dl2bt -giI4] 

where the propagators d \3 (w) and d I2b t (w) are given by 
Eqs. (50) and (51) of!, respectively. 

Comparison between Eq. (22) and Eq. (49) of! implies 
that Eq. (22) is similar but larger by a factor of 2 than the 
last term on the rhs ofEq. (49) of!, while the last term in the 
denominator of Eq. (22) is smaller by a factor of 2 than the 
corresponding one in Eq. (49) of I provided that the corre­
spondence principle is applicable, namely, when gb~b' 
The first term on the rhs ofEq. (49) of!, which is absent in 
the classical expression (22), describes the absence of spon-
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taneous emission for atoms having a common upper and two 
different lower levels,I4-17 and it is quantum mechanical in 
nature. In the absence of both the quantized field and the 
classical field, namely, in the limit when fib _ 0 and 
gb -0, then Eq. (22) and Eq. (49) of! become identical. 
This proves that the existing differences between Eq. (22) 
andEq. (49) oflforgb,t:O and fib ,t:0 are due entirely to the 
classical and to the quantized nature of the corresponding 
fields, respectively. A similar conclusion has been recently 
derived in the study 13 for the two-photon Raman spectra of a 
four-level atomic system interacting with a strong bichroma­
tic field. 

If we introduce the relative frequency Z as 

Z = (w - W31 )/,,0+ (23) 

and making use ofEqs. (20)-(22) and (lOb), we have 

C _ (n 3 - n1)gi [1 - vbl2s + il2s 
R 12(W) - ------

81T"o+ d i2 (w) Z - ~Vb - 5 + il2 

1 + Vb 125 - il2s ] + , 
Z - ~Vb + 5 + il2 

whose imaginary part is determined by 

where 

!( 1 - vbl2s) - (Z - !vb - 5)/25 
(Z - !vb - 5)2 +! 

~ (1 + vbl2s) + (Z - !vb + 5)/25 
(Z - ~Vb + 5)2 + ! 

(24) 

(25) 

(26) 
The expressions (24) -( 26) are the classical counterparts of 
Eqs. (53)-(55) of I, respectively. The shape function 
I~2 (Z) describes the two-photon Raman spectra near the 
frequency Z::::;O when the laser field is treated classically. 
The spectra consist of two sidebands that are peaked at the 
frequencies Z = ~Vb ± 5 and have radiative widths of the 
order ~"o+ . The intensities of the doublet take negative val­
ues, which indicate that amplification of the signal field is 
anticipated to take place at the frequency Z = !Vb ± 5, and 
their maximum values I C± are determined by 

(27) 

which, apart from the differences between 1] and 5, are larger 
by a factor of 2 (in absolute values) than the corresponding 
ones given by Eq. (36) of I. Hence, Eq. (26) for I~2 (Z) 
describes spectra similar to those described by Eq. (55) of I 
for I\2(Z), which are depicted in Fig. 6 of I. The frequency 
shifts between the peaks of the doublets described by the 
functions I I2 (Z) (Fig. 6 of I) and I~2 (Z) are equal to 
± (1] - 5) while the maximum relative intensities of the 

corresponding peaks are given by Eq. (56) of! and Eq. (27), 
respectively. Thus, the spectra described by I~2 (Z) can be 
easily obtained from those depicted in Fig. 6 of! for I\2(Z) 
and they will not be shown here. 
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V. DISCUSSION 

Using a classical description of the laser field, we have 
considered one-, three-, and two-photon Raman spectra 
arising from the 11) ++ 12) transition for the atomic system 
shown in Fig. 1. The calculation is for the same system con­
sidered in I, the only difference being that the laser-atom 
interaction is treated here classically. 

The spectral function for the one-photon process is de­
fined by the first term on the rhs of Eq. (12), where the 
function F~2 (X) as the relative intensity is determined by 
Eq. (13); F~2 (X) is the classical counterpart of the function 
F I2 (X) defined by Eq. (36) of I. Numerical results comput­
ed from the functions F12(X), Eq. (36) of I, and F~2 (X), 
Eq. (13), are presented graphically in Fig. 2 by solid and 
dashed lines, respectively. Resonance (Vb = 0) and off-reso­
nance (Vb :;f0) spectra are depicted in Fig. 2 for constant 
values of 7Jb and Sb' namely, for 7Jb = Sb = 10. The spectra 
in Fig. 2 describe (i) the main peak at the frequency X = 0 of 
the signal field, whose relative intensity is always positive 
and (ii) one pair of sidebands peaked at the frequencies 
X = - !vb ± 7J (solid lines) and X = - !vb ± 5 (dashed 
lines), respectively, whose relative intensities are always 
negative. The frequency shifts between the positions of the 
sidebands described by the function F12 (X) (solid lines) and 
F~2 (X) (dashed lines) are equal to ± (7J - 5) while the 
corresponding maximum intensities are given by i ± 

= - (1 ± vb/27J) andic
± = - 2(1 ± Vb/2S)' respective-

ly. Figure 2a indicates that at resonance (Vb = 0) the maxi­
mum intensities of the peaks described by the classical 
expression F~2 (X) (dashed lines) are larger by a factor of 2 
than those described by the function F I2 (X) (solid lines). 
However, in both treatments, the signal field is attentuated 
at the frequency X = 0 while it is strongly amplified at the 
frequencies X = - !vb ± 7J andX = - !vb ± 5, respective­
ly. 

The second term on the rhs ofEq. (12) describes three­
photon processes near the frequency Y;::::00rw;::::w21 - 2wb , 

where one photon of the signal field is absorbed while two 
photons of the laser field are emitted simultaneously. The 
shape function J~2 (Y) is determined by Eq. (14) and de­
scribes a doublet peaked at the frequencies Y = - !vb ± 5 
with maximum intensities equal to iC± = - 2( 1 ± Vb/2S), 
respectively, and spectral widths of the order of !"o+ . The 
shape function Jh (Y) is the classical counterpart of the 
function J 12 ( Y) given by Eq. (38) of! and they differ only as 
far as the definitions of 5 and 7J are concerned, which are 
determined by Eqs. (lOb) and (16), respectively. Hence, the 
spectra described by the function J~2 (Y) can be obtained 
from those computed fromJI2(Y), which are shown in Fig. 
4 on, by appropriately changing the positions and the inten­
sities of the doublet. Since the intensities of the doublet are 
always negative, the signal field is expected to be attenuated 
at the corresponding frequencies Y = - !vb ± S. 

The spectral function - 2 1m R 12 (w) describing the 
two-photon Raman process is determined by Eq. (25), 
which is the classical counterpart of the function 
- 2 1m R 12(w) defined by Eq. (54) of I. The expression 
(54) of I consists of two terms, one of which is the delta 
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function 8(Z), while the other is the shape function IdZ) 
given by Eq. (55) of!. The expression (25) consists only of 
the shape functionI~2 (Z) defined by Eq. (26), which is the 
classical counterpart ofEq. (55) of I. The function I~2 (Z) 

describes a doublet peaked at the frequencies Z = !Vb ± 5 
with maximum intensities equalto P± = - 2 (1 =t= Vb/2S)' 
which are, apart from the different definitions of 5 and 7J, 
larger by a factor of 2 than the corresponding ones defined by 
Eq. (56) of I, namely, I ± = - (1 =t= Vb/27J). Hence, the 
spectra described by the function Ih (Z) can be easily ob­
tained from those described by the function IdZ), which 
are depicted in Fig. 6 of I. The presence and the absence of 
the delta function 8(Z) in Eq. (54) of! and Eq. (25), re­
spectively, are due to the quantum nature of the quantized 
field and are attributed to the different way by which the 
quantized field and the classical field split the excitation 
spectrum. This is deduced from the comparison between the 
expressions for the Green's function G13•31 (w) determined 
by Eq. (49) of! and its classical counterpart given by Eq. 
(22). Both expressions become identical only in the absence 
of the laser field, namely, when !h - 0 and gb - O. 

The results of the present study, which are the classical 
counterparts of those derived in I, are consistent with those 
derived in recent studies,9-13 where comparison has been 
made between the results obtained when the laser fields are 
quantized and photon-photon correlations are taken into 
account in the limit of high photon densities of the laser 
fields and when the laser fields are treated classically. As has 
been discussed9-13 extensively before, both treatments have 
their own merits and should be used whenever they are ap­
propriate. However, only experimental observations will re­
veal with certainty which of the two treatments provides a 
more appropriate description of the problem under investi­
gation. 
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This paper treats the nonlinear inverse scattering problem for an elastic horizontally stratified 
medium with vertical inhomogeneities. It is shown that the vector wave equation can be presented 
as a set of two scalar wave equations; the first scalar equation describes the propagation of 
normally incident compressional waves (it is assumed that we deal with compressional incident 
plane waves impinging on an elastic half space). Using any inverse scattering technique (based, 
for example, on the Gelfand-Levitan theorem) applied to this equation, the aco~sti~ im~dance 
can be uniquely recovered from the recorded impulse response. The second equatIOn IS vahd only 
in the region where incident compressional waves decay exponentially (evanesce~t waves) and 
propagate with complex angles, whereas mode-converted shear waves propagate WIth real angles. 
The main contribution in this region in the high-frequency approximation comes from mode­
converted shear waves. We derived a new equation which describes the propagation of mode­
converted shear waves in this region. Applying any inverse scattering technique to this equation, 
the rigidity modulus and the density can be removed separately. Knowing the acousti~ 
impedance, the rigidity modulus, and the density, all Lame's parameters and the densIty can be 
recovered separately. 

I. INTRODUCTION 

The interpretation of seismic data requires a solution to 
the inverse scattering problem. The one-dimensional inverse 
scattering problem in the acoustic framework has been stud­
ied over the years. A comprehensive review of one-dimen­
sional inverse scattering techniques was given by Newton. 1 

Recently several methods have been presented that treat 
the inverse scattering in elastic media with vertical inhomo­
geneities. Coen2 was probably one of the first who consid­
ered the problem in an elastic horizontally stratified medium 
and recovered separately the elastic parameters. His method 
is based on separate experiments with vertically incide~t 
compressional and shear waves. In that case the ~roblem IS 
simplified since at normal incidence compressIOnal and 
shear waves are uncoupled (there is no interconversion 
between P-waves and SV-waves at normal incidence). 
Aminzadeh/ Shiva and MendeV Clarke,5 and Yagle and 
Levy6 developed methods for estimation of all Lame's pa­
rameters and the density based on a layer-stripping tech­
nique. Recently Stickler7 presented a now approach using 
the "trace formula." A method for determination of material 
density, compressional velocity based on a solution o! a ma­
trix Riccati equation was presented by Carazzone. Mea­
dows and Coen9 considered exact and approximate algor­
ithms for inversion of plane-layered isotropic and 
anisotropic elastic media. 

All the methods mentioned above require separate ex­
periments with incident compressional and shear waves .. The 
primary concern of this paper is to develop a new techmque 
that will provide a solution to the inverse scattering problem 
in elastic media with vertical inhomogeneities when only ex­
periments with plane wave compressional waves are avail­
able. For example, in a marine environment when we try to 
estimate material properties of subbottom sediments the 
only sources available in the water are sources that generate 

only compressional waves. 
In this paper we give an exact, formal answer giving the 

circumstances under which the inverse scattering problem in 
elastic stratified media can be solved without using shear­
wave experiments. 

We assume that the source that generates only compres­
sional waves is placed in a liquid layer that covers an elastic 
horizontally homogeneous half space. We also assume that 
the time function of the source (source wavelet) is a Dirac's 
delta function. Incident compressional waves can be reflect­
ed, scattered, or mode converted in the elastic half space. 
The reflection response from the elastic half space is mea­
sured in the liquid layer in terms of negative stress (pres­
sure) or the vertical component of particle velocity. 

We propose a two-step process: The first step is the com­
putation of the acoustic impedance from the wave equation 
that describes the experiment with compressional waves at 
normal incidence. The second step involves the derivation of 
a new equation that governs the propagation of evanescent 
compressional waves at complex angles of propagation and 
mode-converted shear waves at real angles of propagation. 
Under the assumptions of geometrical optics, evanescent 
waves propagating with complex angles decay very fast. 
Therefore in the region of rapidly decaying compressional 
waves that propagate with real angles (we certainly assume 
that such a region exists), only mode-converted shear waves 
occur. After solving the inverse scattering problem for this 
region using the derived equation, the rigidity modulus and 
the density can be computed separately. This allows for esti­
mation of Lame's parameters as well as the density. 

II. DECOMPOSITION OF THE VECTOR ELASTIC WAVE 
EQUATION 

Let us consider the elastic wave equation, which can be 
written as 
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(2.1 ) 

where uj is the 3-D displacement vector,p is the density, an~ 
Tij is a nine component stress tensor. In the case of a medl­
um with vertical inhomogeneities, Eq. (2.1) can be reduced 
to 

J.L(z)V2u + [...t(z) + J.L(z) ]VV· u + a...t(z) (V ·u)ez 
az 

aJ.L(z) [ au ] a
2
u +-- 2-+ez XVXu =p(z) --2 ' 

az az at 
(2.2) 

wherep,...t,J.L are defined forO <z < 00 and take values inR;...t 
andJ.L are Lame's parameters; and ez is a unit vector directed 
along the z axis. 

Let us consider the cylindrical coordinate system and 
introduce a Hankel transform of order a: 

ju(kr,m) = 1"0 j(r,m)Jer(krr)rdr = Her(j), (2.3) 

whereJu (.) is a Bessel function of order a and kr is the radial 
wave number. Applying a Laplace transform to (2.1) and 
setting s = im, where s is the argument of the Laplace trans­
form, the following equation can be obtained after applica­
tion of the Hankel transform of order zero (a = 0) and after 
projection of (2.1) onto the z axis: 

~ + -- - p2 Uz + -In [...t(z) + '2J.L(z)] ~ a 2A (1 ) a aA 

ar a 2 (z) az az 

+ mp [aA.(z) + (...t(z) +J.L(Z)~]HI(Ur) 
(A.(z) + 2#(z») az az 

+ (mp)2 [...t(z) +J.L(z)] U
z 

=0, (2.4) 
[...t(z) + 2J.L(z)] 

where 

uz=Ho(u z ) (2.5) 

and U r is the radial component of the displacement (Carrion 
and Hassanzadeh 10). In Eq. (2.4), P is the ray parameter or 
horizontal slowness, 

p = kJm, (2.6) 

and a (z) is the velocity of compressional waves as a function 
ofz, 

a(z) = ~[...t(z) + '2J.L(z) ]lp(z) . (2.7) 

Equation (2.4) is the plane wave decomposition of the elas­
tic wave equation (2.2) for the vertical component of the 
displacement; it describes the propagation of plane waves in 
an elastic medium with vertical inhomogeneities. Setting 
p = 0 in Eq. (2.4), we obtain the following equation: 

a~ ~ A a ~ --+ -2- Uz + -In[...t(z) + 2J.L(z)] - = o. 
az2 a (z) az az 

Let us introduce a travel-time coordinate q: 

q(z) = ("" --!!L. 
Jo act) 

(2.8) 

(2.9) 

Using the definition of the travel-time coordinate q(z), Eq. 
(2.8) can be presented as follows: 
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[~ alnI(q)~+ 2]A ( )=0 
2 + m Uz m,q , 

aq aq aq 
(2.10) 

where 

I(q) = p(q)a(q) 

is the acoustic impedance. Equation (2.10) is called the "re­
flectivity equation" since the second term in brackets on the 
left-hand side of this equation is proportional to the reflec­
tion coefficient in the single scattering approximation. This 
equation has been studied by several authors (see, for exam­
ple, Ware and Aki,lI Gray, 12 and Carrion et al. 13

). 

In order to compute the acoustic impedance I(q) by 
inversion of the differential operator in (2.10) several ap­
proaches can be used. Some of them will be discussed in the 
next paragraph. 

III. COMPUTATION OF THE ACOUSTIC IMPEDANCE 

Suppose that I(q) is smooth enough so I(q)EC 2. Then 
Eq. (2.10) can be transformed to the Schrodinger equation 
by the following substitutions: 

G(q) =I-I/2(q) (3.1) 

and 

t/J(m,q) = u(m,q)G -I(q). 

This yields 

[:q: + m2] t/J(m,q) = S(q)t/J(m,q), 

where the scattering potential S is 

a2 

Seq) = G(q) -2 G -I(q). 
aq 

(3.2) 

(3.3 ) 

(3.4 ) 

Now the Gel'fand-Levitan treatment can be applied as 
long as the boundary conditions are specified. Suppose that 
the boundary conditions are taken in terms of the observed 
data at the plane z = 0: 

d(t,r) = u(t,r,z = 0) is available for any re[O,oo). 

A Laplace-Hankel transform applied to the data yields 

u(m,p) = Ho[d(t,r)]. (3.5) 

The boundary condition in the form of (3.5) with plane 
wave decomposed elastic wave equation (2.4) provides us 
with all ingredients needed for the inversion procedure. Set­
ting p = 0 in Eq. (3.5) and using Eq. (3.3) the acoustic 
impedance I(q) can be directly recovered using the 
Gel'fand-Levitan treatment. Ifwe require that I(q)EC I, we 
can avoid the use of the Schrodinger operator and the acous­
tic impedance can be recovered from the reflectivity equa­
tion (2.10) using the algorithm proposed by Carrol and San­
tosa.14 

Since the analyticity of the wave field in the lower half 
space is equivalent to the causality in the time domain, the 
principles of causality of the wave field can be used to con­
struct different algorithms in the time domain. Burridgel5 

extended the Gel'fand-Levitan theorem to the time variable 
wave fields and developed time domain algorithms for the 
recovery of the acoustic impedance using time domain 
Schrodinger operators. 

An inverse Fourier transform of equation (1.10) yields 
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[
a 2 alnJ(q) a a 2

] 
aq2 + aq aq - at 2 Uz (t, q) = O. (3.6) 

This equation is equivalent to the following system of partial 
differential equations (PDE's): 

a J(q) ~ P(t,q) 
at aq 

a J(q) ~ 
aq at 

=0, (3.7) 

V(t,q) 

where V(t,q) = (a lat)u z (t, q) is the vertical component of 
particle velocity. Setting the initial conditions in the form 

P(t, q) = V(t, q) = 0, t < 0, 

and the boundary conditions 

V(t,O) = d(t, q), 

P(t,O) = b(t), 

(3.8) 

(3.9) 

the acoustic impedance can be computed on one of the char­
acteristics of a set of hyperbolic PDE's: 

J(q) = P(q, q)IV(q, q). (3.10) 

The downward continuation algorithm similar to (3.7)­
(3.10) has been discussed by Santosa and Schwetlick/6 

Bube and Burridge, 17 and Foster and Carrion. IS The discrete 
implementation of these schemes is directly related to the 
Cholescky factorization of ToepIitz operators. 

One of the advantages of such schemes is that they are 
computationally efficient and fast in comparison with algor­
ithms based on a solution ofintegral equations. It also should 
be mentioned that in (3.10) the acoustic impedance or its 
derivatives can have a finite set of points where they have 
jump discontinuities. 

IV. DERIVATION OF AN EQUATION FOR MODE­
CONVERTED SHEAR WAVES 

Let us consider formula (2.3) for u = O. The inverse 
Hankel transform of order zero can be presented as 

(4.1 ) 

Since k, = UJp = UJ sin; la, where ;is the angle ofpropaga­
tion, (4.1) can be rewritten as 

2

1
;1 

I(UJ,r) =~ 1 (UJ,;)Jo(UJ,;) sinscos;d;, (4.2) 
a 0 

where; 1= 1T/2 - ioo (seeBathI9
). Formula (4.2) is a com­

plete description of the point-source reflection response. The 
upper limit of integration in (4.2) is complex because the 
angle of propagation; can take on values which correspond 
to supercritical incidence (postcritical incidence). Complex 
values of the angular spectrum correspond to complex val­
ues of vertical number kz and describe exponentially decay 
evanescent waves. It is important to investigate in which 
cases the contribution of the evanescent waves can be ne­
glected. Since for evanescent waves the amplitudes behave as 

exp{ -\kz\z), 

it is obvious that for z> \ kz \- I the contribution of the 
evanescent waves is negligibly small. 

Let us now project Eq. (2.2) onto the z axis: 
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p(z)V2u + [(A(Z) + p(z») ~ + ~A(Z)]V.u 
az az 

+ 2 ap(z) au = (z) a
2
u . (4.3) 

az az P at 2 

Let us now introduce two functions (potentials) qJ and X 
which generate the displacement via 

u = VqJ + VX(O,X,O) (4.4) 

(see Richards and Frasier20
). 

The scalar potential qJ can be presented as 

qJ(r, z) = A (r, z) exp(iUJn), (4.5) 

where A (r, z) is the amplitude and n describes the phase of 
the scalar potential. In the high-frequency approximation n 
satisfies the eikonal equation: 

[Vn]2 = a- 2 (z), (4.6) 

where a (z) is the local velocity for compressional waves. 
The amplitude A (r, z) satisfies the transport equation: 

AV2n + 2VA·Vn = O. (4.7a) 

Usually the eikonal equation (4.6) can be solved using ray 
tracing and then the transport equation (4.7a) can be re­
duced to the ordinary differential equation along the rays 
that are characteristics of the eikonal equation. In our deri­
vation we are not interested in finding the amplitudes of the 
scalar and the vector potentials. They can be found from the 
continuity of traction and displacement across boundaries 
between each pair of adjacent layers. 

Let us assume that for the incident compressional field 

n = pr + z cosjla(z). (4.7b) 

It is easy to see that ( 4. 7b) satisfies the eikonal equation. It is 
also easy to see that the transmitted compressional wave can 
be described in the approximation of geometrical optics by 
the phase of the scalar potential 

n =pr + r cos S df: (4.8) 
t Jo act) ~, 

which certainly also satisfies the eikonal equation (4.6). In 
the eikonal approximation the amplitUde of transmitted P­
waves can be estimated from a balance of energy flux toward 
and away from the interfaces between layers. 

Since there are only two types of speeds for body waves 
in an elastic medium--compressional and shear-the ei­
konal equation for shear waves can be written as 

(V~)2 =/3 -2(Z), (4.9) 

where ~ is the phase of the vector potential X. Suppose that a 
compressional wave was converted to shear wave at depth z 
and propagates as a shear wave. Then the reflected mode 
converted shear wave can be presented by the vector poten­
tialX: 

x(r,z) =pr+[ coss dt. 
z pes) 

( 4.10) 

Let us consider now the second term on the left-hand side of 
equation (4.3). It is quite obvious that only gradients of the 
scalar potential contribute to this term. Let us also consider 
the "postcritical" region for compressional waves, where 
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pa(z) > 1, for all values of z. (4.11 ) 

Then the scalar potentiallp for transmitted compressional 
waves in the "postcritical" region can be expressed as fol­
lows: 

lpt (r, z) = At (r, z) eXP(iwpr - w f I :~~~ I ds ) , 
( 4.12) 

whereAt (r, z) is the amplitUde ofthe transmitted compres­
sional wave. Since the integrand in the exponential function 
is positive if condition (4.11) holds, then (4.12) describes 
compressional evanescent waves that exponentially decay 
with z. In the approximation of geometrical optics (w- 00 ), 

lpt-o. This means that in the region described by (4.11), 
Eq. (4.3) can be approximately presented as 

,u(z)V2u + 2 a,u(z) au = _ p(z)w2u. (4.13) 
az az 

Applying a Hankel transform to Eq. (4.13) yields 

a 2uz + 2 a In,u (z) au 2 (1 2) A 0 -- -+w ----p u= , 
ar az az P2(Z) 

(4.14 ) 

where p 2 = ,ul p is the local speed of shear waves. Let us 
introduce a variable h similar to (2.9): 

h(z) = r ~1-p2pl(S) dS. 
Jo pes) 

(4.15 ) 

Using this coordinate whose physical meaning is the vertical 
travel time, Eq. (4.16) can be rewritten as 

(~22 + ~ In [(cos ;-)K(h),u(h)] ~ + ( 2)U(W,h) = 0, 

( 4.16) 

where cos;- = ~ 1 - plp 1 and K(h) is the quantity which 
we call the "shear impedance," 

K(h) =,u(h)p(h). 

Equation (4.16) has an interesting property. This equation 
is similar to the acoustic impedance in the travel-time coor­
dinate (2.10), which describes the propagation of the 
compressional waves. This remarkable property will allow 
us to obtain an algorithm that recovers the modulus and the 
density separately. 

V. SEPARATE RECOVERY OF ALL LAME'S 
PARAMETERS AND THE DENSITY 

Equation (4.16) is equivalent to the following set of 
PDE's in the time domain: 

aW(t,h) + K(h),u (h) cos;- aV(t,h) = 0, (5.1) 
at ah 

aW(t,h) + K(h),u(h) cos;- aV(t,h) = 0, (5.2) 
ah at 

where W(t,h) is an auxiliary function that satisfies the 
boundary condition 

W(t,h = 0) =,u(O)I5(t)/2, 

and the initial condition 

W(t,h) = 0, for all t <0. 

1167 J. Math- Phys., Vol. 27, No.4, April 1986 

(5.3) 

(5.4) 

Since V(t,h = 0) represents the observed data (boundary 
condition for the vertical component of particle velocity) the 
Gopinath-Sondhi-type integral operator can be written as 
follows: 

1 f+h, 
j(hjlt} + - V(lt -rl )j(r,h;) dr = 1, 

2 -h, 

i=I,2, r<lh;l, (5.5) 

which simply means that the (5.5) should be solved twice for 
any two experiments with plane compressional waves such 
that condition (4.11) is satisfied. Then we can estimate the 
quantity B = K(h),u(h)cos;- from 

d Soh, 
B; = - j (hjlt) dt, i = 1,2. 

dh; 0 
(5.6) 

This means that the rigidity modulus and the density can be 
recovered separately by solving two equations (5.6) with 
two unknowns. Knowing the acoustic impedance (Sec. III) 
all Lame's parameters can be estimates. We should mention 
that the procedure [(5.5) and (5.6)] is similar to one pro­
posed by Coen21 for an acoustic medium using a Gel'fand­
Levitan treatment. 

VI. REMARKS 

Sometimes it is important to calculate the parameters of 
a medium (acoustic or elastic) as functions of depth. As it 
was shown we calculate all parameters as function of travel 
times (for compressional and shear waves). For this reason, 
in order to rescale the computed parameters an integral 
equation similar to the one described by Howard22 should be 
solved. Carrion23 proposed a numerical recursive scheme for 
rescaling the computed parameters and recovering them di­
rectly as functions of depth. 

It was shown (Carrion24 et al. and Santosa and 
Symes25

) that the accuracy of methods for joint reconstruc­
tion of the velocity and the density of an acoustic medium 
depends on the difference of the angles of incidence. It is 
important that the angular difference be large, otherwise the 
reconstruction problem fails. This means that the difference 
between two rays chosen for the determination of the rigidity 
modulus and the density should not be small. 

VII. DISCUSSION 

The inverse problem for an acoustic or an elastic medi­
um can be treated as a special case of the generalized Rie­
mann boundary value problem, which was extensively stud­
ied in recent years (see Chudnovsky26). In order to solve the 
Riemann problem the boundary conditions along with the 
incident wave field should be specified. 

We demonstrated the possibility of recovering all 
Lame's parameters and the density using experiments with 
compressional plane waves only. (Until now, mathematical­
ly rigorous justifications have been given only when experi­
ments with incident shear waves are available.) Although 
Eq. (4.14) is approximate (it was derived in the approxima­
tion of geometrical optics), actually it can be used for a much 
wider range offrequencies. For example, in exploration geo­
physics typical frequencies can be considered as satisfying 
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the "high frequency" approximation and the impact of the 
evanescent waves will be very small. 

It is important to mention that although we require that 
condition ( 4.11) holds, our formulation is valid when, below 
the depthz = Ikz I-I, there are so-called low-velocity zones, 
where possibly pa (z) is less than 1. In general, this can cause 
the "tunneling effect" when an evanescent wave propagates 
with real angles. However, below a certain depth 
(z> Ikz I-I), which is called the critical depth, the influence 
of the low-velocity zones is negligibly small since an evanes­
cent wave arriving to this depth is characterized by negligi­
bly small amplitude. In order to use Eq. (4.16) fortherecov­
ery of the rigidity modulus and the density in the region of 
compressional evanescent waves we should choose those val­
ues of Snell's parameter (ray parameter) p that satisfy 
pP(z) < 1 for all values of z. Let us consider the following 
example: Suppose compressional plane waves impinge on 
the ocean bottom. Taking p. = lIao, where ao is the aver­
age sound speed in the water, we are assured that for any 
depth below the sea bottom, p·a(z) > 1. However, we also 
should be sure that p·P(z) < 1. This means that we can re­
cover only those shear velocities that satisfy P(z) < lip·. If 
we want to recover higher shear velocities (if they exist) an 
additional approach will be discussed elsewhere. 
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heading 122 + ). In the first paper, Table V, p. 2428, the last line of the 
second component of Ir3 22b), which begins with 
"( 113 ) ... ," should be shifted one column entry to the right, 
so that (113) is under the heading 12 + ) and .43 under the 

In the second paper, formula (30), p. 2446, the second 
index;1 should be replaced by ;2' 
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